a2 United States Patent

Moore et al.

US009274693B2

US 9,274,693 B2
Mar. 1, 2016

(10) Patent No.:
(45) Date of Patent:

(54)

(71)

(72)

(73)

")

@
(22)

(65)

(60)

(1)

(52)

EDITING DIGITAL NOTES REPRESENTING
PHYSICAL NOTES

Applicant: 3M INNOVATIVE PROPERTIES

COMPANY, St. Paul, MN (US)
Inventors: Richard J. Moore, Maplewood, MN
(US); Michael C. Leighton, Excelsior,
MN (US); Guruprasad
Somasundaram, Minneapolis, MN
(US); Linus Akerlund, Johanneshov
(SE); Olof Roland Persson, Stockholm
(SE); Héctor M. Aybar Lopez, Cottage
Grove, MN (US); Diane R. Wolk,
Woodbury, MN (US); Pontus Axelsson,
Stockholm (SE); Staffan H. Kjellberg,
Stockholm (SE)

3M INNOVATIVE PROPERTIES
COMPANY, St. Paul, MN (US)

Assignee:

Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35

U.S.C. 154(b) by O days.

Appl. No.: 14/514,766

Filed: Oct. 15,2014
Prior Publication Data
US 2015/0106755 Al Apr. 16, 2015

Related U.S. Application Data

Provisional application No. 61/891,647, filed on Oct.
16, 2013, provisional application No. 61/891,444,
filed on Oct. 16, 2013, provisional application No.
61/891,442, filed on Oct. 16, 2013.

Int. CI.

GOGF 3/048 (2013.01)

GOGF 3/0484 (2013.01)

GOGF 3/0488 (2013.01)

USS. CL

CPC ... GOGF 3/04842 (2013.01); GOGF 3/0484
(2013.01); GOGF 3/04883 (2013.01)

13C .

(58) Field of Classification Search
CPC ..o GOG6F 3/04842; GOGF 3/04883
USPC ottt 715/765
See application file for complete search history.

(56) References Cited

U.S. PATENT DOCUMENTS

5,319,745 A
5,465,165 A

6/1994 Vinsonneau
11/1995 Tanio

(Continued)

FOREIGN PATENT DOCUMENTS

EP 1182861
JP 2009-20813

2/2002

1/2009
(Continued)
OTHER PUBLICATIONS

Boykov, “Graph Cuts and Efficient N-D Image Segmentation”, Inter-
national Journal of Computer Vision, 2006, vol. 70, No. 2, pp. 109-
131.

(Continued)

Primary Examiner — Anil Bhargava
(74) Attorney, Agent, or Firm — X. Christina Huang

(57) ABSTRACT

In one example, a method includes receiving a digital note of
a plurality of digital notes generated based on image data
comprising a visual representation of a scene that includes a
plurality of physical notes such that each of the plurality of
digital notes respectively corresponds to a particular physical
note of the plurality of physical notes, wherein each of the
physical notes includes respective recognizable content. In
this example, the method also includes receiving user input
indicating a modification to one or more visual characteristics
of the digital note. In this example, the method also includes
editing, in response to the user input, the one or more visual
characteristics of the digital note. In this example, the method
also includes outputting, for display, a modified version of the
digital note that includes the one or more visual characteris-
tics.

29 Claims, 45 Drawing Sheets

Graen

1

x> TR

N

-
i
! b\
White /
N




US 9,274,693 B2

Page 2
(56) References Cited FOREIGN PATENT DOCUMENTS
U.S. PATENT DOCUMENTS Jp 2011-090486 5/2011
WO WO 2012-070935 5/2012
5,590,219 A 12/1996 Gourdol WO WO 2013-085512 6/2013
5,608,853 A * 3/1997 Dujarietal. ............... 345/668 WO 2013-184767 12/2013
5,898,434 A 4/1999 Small WO WO 2014-165438 10/2014
6,351,559 Bl 2/2002 Zhou
6,486,894 B1* 11/2002 Abdelhadi ctal. ......... 715/765 OTHER PUBLICATIONS
g’g%’zg E% 47‘;38846‘ k/}g}i(r)(r)ltra Davidson, “Calculation of Color Differences From Visual Sensitivity
7:343:41 5 B2 3/2008 Kenner Ellipsoids™, Journal of the Optical Society of America, Dec. 1951,
7,561,310 B2 7/2009 Joyce vol. 41, No. 12, pp. 1052-1055.
7,573,598 B2 8/2009 Cragun Everitt, “Two Worlds Apart: Bridging the Gap Between Physical and
7,774,479 B2 8/2010 Kenner Virtual Media for Distributed Design Collaboration”, CHI 2003, Apr.
7,837,094 B2  11/2010 Rhoads 5-10, 2003, 8 pages.
8,069,173 B2 11/2011 Munekuni Felzenszwalb, “Efficient Graph-Based Image Segmentation”, Inter-
8,113,432 B2 2/2012 Kimura national Journal of Computer Vision, 2004, vol. 59, No. 2, pp. 167-
8,139,852 B2 3/2012 Shinjo 181.
8,238,666 B2 8/2012 Besley Fisher, “Change Detection in Color Images”, Proceedings of 7th
8,256,665 B2 9/2012 Rhoads IEEE Conference on Computer Vision and Pattern, 1999, 6 pages.
8,264,499 B1* 9/2012 Landryetal. .......c...... 345/589 Frome, “Visibility of Borders: Separate and Combined Effects of
8,345,061 Bl 1/2013  Landry Color Differences, Luminance Contrast, and Luminance Level”, J.
8,380,040 B2 2/2013 Carter Opt. Soc. Am., Feb. 1981, vol. 71, No. 2, pp. 145-150.
8,416,466 B2 4/2013 Takata Geyer, “Experiences From Employing Evernote As a Tool for Docu-
8/429,174 B2 4/2013  Ramani menting Collaborative Design Processes”, Conference on Designing
g’ggg’;‘g? g% ® gggg ggflilx?esll """"""""""""" 382/190 Interactive _System DIS 2012, Workshop on Supporting Reflection in
8’542’889 B2 02013 Sarnoff and on Des1g_n Proce_sses,_Jun. 12,2012, 2 pages. o
8’ 5 43’92 5 B2 9/2013 Giles Gur, “Isolu_mlnant Stlr_nul_l May Not Expose the Full_(_jo_ntrlbutlon of
8’ 5 58’9 13 B2 10/2013 Pillman Color to V_'lsual Functhmng: Spatial Contrast Sen81_t1V1ty Measure-
8’600’ 167 B2 12/2013 Showering ments Indicate Interaction Between Color and Luminance Process-
8:655:068 Bl 52014 Li ing”, Vision Research, Jul. 7, 1992, vol. 32, No. 7, pp. 1253-1262.
2003/0125055 A1*  7/2003 Kim et al. oo 455/466 Hsieh, “Peripheral Display of Digital handwritten notes”, CHI Pro-
2004/0017400 Al 1/2004 Ly et al. ceedings of the SIGCHI Conference on Human Factors in Computing
2005/0091578 Al 4/2005 Madan Systems, Apr. 22-27, 2006, pp. 285-288.
2006/0039045 Al 2/2006 Sato “King jim Shot Note”, [Online], [retrieved from internet on Sep. 17,
2006/0077468 Al 4/2006 Loce 2014], URL :< http://www.kingjim.co.jp/english/products/shotnote/
2006/0221357 Al 10/2006 Uzawa >, 2 pages.
2007/0089049 Al 4/2007  Gormish Klemmer, “The Designers Outpost: A Tangible Interface for Collabo-
2007/0110277 Al 5/2007 Hayduchok rative Web Site Design”, In Proceedings of UIST, 2001, 10 pages.
%88;;85;?;5? ﬁ} ?;588; g(é)lgick K-SVD, “An Algorith_m for Designing O_Vercomp_lete Dictiona_ries
5008/0075364 Al 3/2008 Speigle for Sparse Representation”, IEEE Transactions on Signal Processing,
2008/0143739 Al*  6/2008 Harris etal. .....ccccomenen 345/604 ~ Nov.2006, vol. 54, No. 11, pp. 4311-4322.
2009/0307607 Al* 12/2009 Schauls et al. woooovovovo.. 715/752 Masaoka, “Fast and Accurate Model for Optimal Color Computa-
2010/0023878 Al 1/2010 Douris tion”, Optics Letters, Jun. 15, 2010, vol. 35, No. 12, pp. 2031-2033.
2010/0096452 Al 4/2010 Habraken Mika, “Fisher Discriminant Analysis With Kernels”, Neural Net-
2010/0191772 Al 7/2010 Brown works for Signal Processing IX, 1999. Proceedings of the 1999 IEEE
2010/0202680 Al 8/2010 Hamasaki Signal Processing Society Workshop in Neural Networks for Signal
2011/0066658 Al 3/2011 Rhoads Processing IX, 1999. Proceedings of the 1999 IEEE Signal Process-
2011/0164815 Al 7/2011  Sharma ing Society Workshop, Aug. 1999, pp. 41-438.
2011/0187731 Al* 82011 Ts_uchlda """"""""""" 345/581 Rajala, “Visual Sensitivity to Color-Varying Stimuli”, Human
%8} };853233 2} N }égg“ \gillirﬂr(:m et al 182/167 Vision, Visual Processing and Digital Display III, Proc. SPIE. Aug.
. Lo 27, 1992, vol. 1666, pp. 375-386.
2012;0014456 Al 1;2012 Martlnez Bauza Sharma, “The CIEDE2000 Color Difference Formula: Implementa-
%83 /8%2(1)45&(7) 2} lg /583 Eglligawa tion Notes, Supplementary Te_st Data, and Mathematical Observa-
20120324372 AL 129017 Kowalkiewicz t21(1)n3s(’)’, Color Research & Application, Feb. 2005, vol. 30, No. 1, pp.
%8}3;8823‘232 2} % éggg Carter etal. oo ggggég Yang, “Photonic Crystal Changes Col(_)r When Exposgd to an Explo-
2013/0129206 Al* 5/2013 Worthington et al. ........ 382/164  Sion”, Nanotechnology, SPIE Inetrnational Year of Light 2015, Apr.
2013/0163047 Al 6/2013 Miyamoto 25, 2011, [online], [retrieved from internet on Sep. 18, 2014],
2013/0217440 Al 82013 Lord URL<http://spie.org/x47872 xml?pf=true& ArticleID=x47872>, 3
2013/0227476 Al 8/2013 Frey pages. . . . .
2013/0258117 Al 10/2013 Penov Imaging With QuickDraw, Apple Computer, Inc., Inside Macintosh,
2013/0258122 Al 10/2013 Keane 1994, [retrieved from the internet on Dec. 14, 2014], <URL httpS//
2013/0271784 Al 10/2013 Nakajima developer.apple.com/legacy/library/documentation/mac/pdf/
2014/0024411 Al 1/2014 Rao ImagingWithQuickDraw.pdf>, Chapters 1, 3 and 4, pp. 1-17 through
2014/0056512 Al 2/2014 Lerios 1-20, 3-4 through 3-14 and 4-4 through 4-17, 51 pages.
2014/0164852 Al* 6/2014 Sumiyoshietal. ............. 714/57 QuickDraw, Wikipedia, Oct. 3, 2013, [retrieved from the internet on
2014/0282077 Al 9/2014 Wilson Dec. 14, 2014], <URL http/en.wikipedia.org/wiki/QuickDraw> See
2014/0294236 Al  10/2014 Biller “Graphics primitives” section, 4 pages.
2014/0297646 Al  10/2014 Bastiaens
2014/0358613 Al* 12/2014 Libin ....cccooevevniannne 705/7.19 * cited by examiner



U.S. Patent Mar. 1, 2016 Sheet 1 of 45 US 9,274,693 B2

CLOUD ‘\ COMPUTER MOBILE
SERVER SYSTEM ] DEVICE




U.S. Patent Mar. 1, 2016 Sheet 2 of 45 US 9,274,693 B2
CLOUD COMPUTER MOBILE
SERVER . SYSTEM e DEVICE

12
S 7
N

j ®

MOBILE DEVICE

| E
77 NOTE MANAGEMENT GUl
APPLICATION 78
L%
v% w“
OPERATING SYSTEM
64
DATA STORAGE
68
PROCESSOR
70
TRANS- ClMAGE
' APTURE
MITTER RECEIVER | VO DEVICE

12 74 8 18

FIG. 2



US 9,274,693 B2

Sheet 3 of 45

Mar. 1, 2016

U.S. Patent

TR

06
4NGON
NOLLYOINIIWINOD JOVII

gt

40IAF0
FANLAYD FOVINI

ERIglele
ANZAZONVHNG 310N

35
FINAOW NOLLYYINID
JLON YLD

1NdN|
s BYET
¥
w,m p—
R ANEI 8¢
N - 301430
R NOILYINIS T4
IR ER -
eI i
Y ~
(B OB
i K/”.% !
% mm\lﬁu
173
ISVavLva #M
Phtiainiig BERF
/,‘ll.ll‘\\
IDVHOLS VLV
-~ 56”7

98
FINAON
NOLLYOIZLINIGE LON

SIdV ONISSIO0H FOVAI)

8
ANIONS
SNISSHC0™d JOVA

[

NOLLVOddY INSWIOVYNYIN 310N

e

-\

4

\i\\i.isw.t\\.\..!a?

dINGHS u
anoo s

N
40IA40
FHEHON

vl
NILSAS
d3LN4NQD




U.S. Patent

100
N

Mar. 1, 2016

Sheet 4 of 45 US 9,274,693 B2

Device Phases in the approach | Data exchanged
102 ‘ ‘
input: Physical media/note
Camera on Phone Image in the presence of oiher objacts
fHand-held device Acquisition Output: Image or Video
g 104
, input: Image or Video frame
Media / Note Qutput: Localization of note features
Detection using color, shape and patterns
N 198
Processar o Media / Note Input: L.ocaizzif;x?n of notfs feett.urgs
the phone Extraction Quiput: Extrected notes inlo sub-images
108
f\] - Input: Extracted notes into sub-images
Media / Note Quiput: Digitally enhanced sub-images
Enhancement that meets quallty standards after correction
for shadow, lighting, rotation, scaiing, efc.
<y —10 N |
Web server, Storage, Sharing Input: Digitally enhanced sub-images
Personal and Secondary Qutput: Secondary applications, office
Computer, ete. Processing suites, Dropbox, Evemote, ele.

F1G. 4



US 9,274,693 B2

Sheet 5 of 45

Mar. 1, 2016

U.S. Patent

8¢t

|
J
Lel r NOILINDOOZY |
‘_« N3V el
[ ]
7]
« NOILINSQOTY
JdVHS 71
B, ®
NOLLINDODIY
HOI00 gk

174}



US 9,274,693 B2

Sheet 6 of 45

U.S. Patent Mar. 1, 2016

6.A

FIG.

130

130~



U.S. Patent Mar. 1, 2016 Sheet 7 of 45 US 9,274,693 B2

.

.

138
//

i)

TEXT

//136
FIG. 6B




U.S. Patent Mar. 1, 2016 Sheet 8 of 45 US 9,274,693 B2

FIG. 7A

FIG. 7B Z




U.S. Patent Mar. 1, 2016 Sheet 9 of 45 US 9,274,693 B2

FI1G. 7D



U.S. Patent Mar. 1, 2016 Sheet 10 of 45 US 9,274,693 B2

200~
Blue Red Yellow

204A N 206A

202A

FIG. 8A



U.S. Patent Mar. 1, 2016 Sheet 11 of 45 US 9,274,693 B2

200 —,

FIG. 8B



U.S. Patent Mar. 1, 2016 Sheet 12 of 45 US 9,274,693 B2

211

212

1ol
-—
o

/216
/217

f]g 9A




U.S. Patent Mar. 1, 2016 Sheet 13 of 45 US 9,274,693 B2

FIG. 9B

'S
o

o2
=
O



U.S. Patent Mar. 1, 2016 Sheet 14 of 45 US 9,274,693 B2

<2
N
od

221

223

224

N
FI1G. 10

224

222

221

220



U.S. Patent Mar. 1, 2016 Sheet 15 of 45 US 9,274,693 B2

230
'\\

231 230

FIG. 11



U.S. Patent Mar. 1, 2016 Sheet 16 of 45 US 9,274,693 B2

300
T

3020

300
\




U.S. Patent Mar. 1, 2016 Sheet 17 of 45 US 9,274,693 B2

3060 \

FIG. 12C

300 ~

N

FIG. 12D



U.S. Patent

Mar. 1, 2016 Sheet 18 of 45 US 9,274,693 B2

300
\
P
302A~— L3020
o
® »
FI1G. 12F
300
N
S04A 306C
02A~—- -302C
310A 08¢




U.S. Patent Mar. 1, 2016 Sheet 19 of 45 US 9,274,693 B2

300
Ty




U.S. Patent Mar. 1, 2016 Sheet 20 of 45 US 9,274,693 B2

300
~320

THE MASS OF OVERLAPPING NOTES ARE SEGMENTED
USING COLOR SEGMENTATION AND/OR CLASSIFICATION

: THE MASS OF OVERLAPPING NOTES IS FILLED DURING
| COLOR SEGMENTATION AND/OR CLASSIFICATION

THE RIGHT ANGLED CORNERS OF THE MASS ARE
DETECTED USING CORRELATION TEMPLATES

4 /’326

THE PEAKS OF THE CORRELATION TEMPLATES ARE OFF-
CENTER FROM THE MASS AND USED TO DETERMINE THE
CORRELATED CORNERS OF THE MASS

v 328

THE CORRELATED CORNERS OF THE MASS WITH
MARKERS AND CORRESPONDING PEAKS OF
APPROPRIATE ORIENTATION AND DISTANCE ARE
DETERMINED INCLUDING THE ORIENTATION OF EACH
NOTE SEGMENT

¥ {"330

BASED ON THE DETERMINED CORRELATED CORNERS
THE BOUNDARIES OF EACH NOTE SEGMENT ARE
DETERMINED

A 4 (’”332

THE CONTENT OF NOTE SEGMENTS FROM THE MASS ARE
EXTRACTED RECURSIVELY USING THE DETERMINED
BOUNDARIES

FIG. 14




U.S. Patent Mar. 1, 2016 Sheet 21 of 45 US 9,274,693 B2




US 9,274,693 B2

Sheet 22 of 45

Mar. 1, 2016

U.S. Patent

87

S
AR
2%

o
o

R

o

S
R

S
P
<
e

¥05

Q0%

S

£0%

e

DR

et B0




U.S. Patent Mar. 1, 2016 Sheet 23 of 45 US 9,274,693 B2

510y,
518

FIG. 19

510y
512
514



U.S. Patent Mar. 1, 2016 Sheet 24 of 45 US 9,274,693 B2

530 ~a

RECEIVE THE INPUT IMAGE

y 534
IDENTIFY A PLURALITY OF NOTES IN THE INPUT IMAGE

\

GENERATE A PLURALITY OF DIGITAL NOTES CORRESPONDING
TO THE PLURALITY OF NOTES IDENTIFIED IN THE INPUT IMAGE

DISPLAY THE INPUT IMAGE INCLUDING THE PLURALITY OF
DIGITAL NOTES IN PLACE OF THE IDENTIFIED PLURALITY OF
NOTES ON AFIRST PORTION OF A GRAPHICAL USER INTERFACE

v 540

DISPLAY THE PLURALITY OF DIGITAL NOTES ON A SECOND
FORTION OF THE GRAPHICAL USER INTERFACE

\ //542

RECEIVE A USER INPUT TO SELECT THE PLURALITY OF DIGITAL
NOTES BETWEEN THE FIRST PORTION AND THE SECOND
FORTION QF THE GRAPHICAL USER INTERFACE

| 544
RECEIVE A USER INPUT TO GROUP THE SELECTED PLURALITY
OF DIGITAL NOTES TO FORM ONE OR MORE GROUPS

FIG. 21




U.S. Patent Mar. 1, 2016 Sheet 25 of 45 US 9,274,693 B2

604

/XGOz




U.S. Patent Mar. 1, 2016 Sheet 26 of 45 US 9,274,693 B2

FIG. 23




U.S. Patent Mar. 1, 2016 Sheet 27 of 45 US 9,274,693 B2

/ﬁf@;\ h




U.S. Patent Mar. 1, 2016 Sheet 28 of 45 US 9,274,693 B2

RECEIVE AN INPUT IMAGE 702

¥

IDENTIFY A PLURALITY OF PHYSICAL NOTES

REPRESENTED BY THE INPUT IMAGE 702
GENERATE A PLURALITY OF DIGITAL NOTES
THAT EACH CORRESPOND TO A PHYSICAL  |——702

NOTE OF THE PLURALITY OF NOTES

Y

ENHANCE THE PLURALITY OF DIGITAL NOTES 702

FI1G. 25

IDENTIFY A FOREGROUND REGION e 712

Y
IDENTIFY A BACKGROUND REGION

714

A
DETERMINE A UNIFORM BACKGROUND COLOR

716

\

SET PIXELS OF THE BACKGROUND REGION TO 718
THE UNIFORM BACKGROUND COLOR

FIG. 26




U.S. Patent Mar. 1, 2016 Sheet 29 of 45 US 9,274,693 B2

772 7244 7248 7240
N { | 1
726 e
¥
728 SHARE 730
YOUR BOARDS

WITH OTHERS




U.S. Patent Mar. 1, 2016 Sheet 30 of 45 US 9,274,693 B2

OUTRUT, FOR DISPLAY, A DIGITAL NOTE 712

i

RECEIVE USER INPUT TO EDIT
THE DIGITAL NOTE

i

QUTPUT, FOR DISPLAY, AN UPDATED VERSION +——718
OF THE DIGITAL NOTE BASED ON THE USER
INPUT

FIG. 28

714




US 9,274,693 B2

Sheet 31 of 45

Mar. 1, 2016

U.S. Patent

¥v6c Hid,
N
™,
[Troslog sekeadeys 8652 |
[Toleeln e [ Tohoslao sefetedeys |
alar wheadeys t— |
Qhoelqo sekejadeys 644 voas
oA MOIB A L Mol A
- poy
)

g R

SR AL

g




US 9,274,693 B2

Sheet 32 of 45

Mar. 1, 2016

U.S. Patent

62 ‘Bif

AN

AN

08s

| [1hoel

O sofejadeys 9654

| lohoely

0 sofejadeys |—vyess

O

0

anig

pay

|

Velop Jefepdeys 8682

| lnhoslan sefepdens F—vyegs

)~

R U

MOJIRA

poY

—Li88i0)

| [zhoeloQ Jefeadeus 0661

I

u./.f

Vhoslog Jefeedeys |—865L

| lohoslqo sakeadeys —vegs

S

g 4

bl

OB A



US 9,274,693 B2

Sheet 33 of 45

Mar. 1, 2016

U.S. Patent

il

ading

~L94

~ gjding

anjg uLopun



U.S. Patent Mar. 1, 2016 Sheet 34 of 45 US 9,274,693 B2

RECEIVE A DIGITAL NOTE THAT 778
CORRESPONDS TO A PHYSICAL NOTE
OF A PLURALITY OF NOTES

¥

APPLY A COLOR SEGMENTATION ALGORITHM
TO THE DIGITAL NOTE

.

GENERATE A FOREGROUND MASK 7 82

780

FIG. 31



US 9,274,693 B2

Sheet 35 of 45

Mar. 1, 2016

U.S. Patent




U.S. Patent Mar. 1, 2016 Sheet 36 of 45 US 9,274,693 B2

FIG. 328




U.S. Patent Mar. 1, 2016 Sheet 37 of 45 US 9,274,693 B2

804
/

806

JFIG. 33



US 9,274,693 B2

Sheet 38 of 45

Mar. 1, 2016

U.S. Patent

ON

ON

ve Bid,

\ &N INBNOGINOD 40 JOT00 GNNOYBYMOYY

3OO IOVHIAY IHL NVHL

N ININOJINOD NI §713Xid GNNOHO3H0L

FHL 4O 3OVE3AY 3HL OL ¥3BCTON

ANINOGNOD NEWV 1K 40 2NTYA IHL B

\

-

STAy

LITVOS INSHHNO IHL ATvH

L9 RV FHL NETIXI ONNONOHOL Y

N ENINCAAIOD 40 W 13XId 8

S3Av

TAKid ONNOHDIH0S ¥ SIN INSNOSWOD

A0 A TG IVHL 3NINES L3

N

ON

e
35
X

.

0es

LATOHSTIHHLY NYHL H3 W30

N INANOGWOD QELOANNGD HOVYE 40

MSYIN FHL NI ZONYHD 4O LNNOWY NV 8i

N,

13 TdINCD
NOLLVORITON

ASYIA
\

9g8

S3Ay N

FZIS WIS

AR

\A/mmw

Y

N ININCSNOD 20 HOT0D
ONAOUOUIYE YO0 JOVYINY
IHLOLN INSNGENOD NE TIXId
GNOOUDMOYE HOVE IMVdNGD

— 28

4

N ENINGCHAOD
NI 8T3XId ONNCHO3H0
JH1 40O 30VN3AY 3HL 3INdINOD

258

A

N ININCHGNQD
40 40100 GNNOEIMIYE
TYOCT 30VHEIAY 3HL 31N4N00

4

N LNINOJWGD 40
XOH ONIGNNOT ZHL ONIANNOHNNS
S13X1d ONOQYOMOVYE 3TdNVS

— 818

A

XOE ONIGNNOY
IHL LOVHIXE ‘N INSNGAAOD
GZLO3INNOD HOVE H0d

—9iR

3

ANFEHNG 33NC3Y

Y

N yee

\ 4

IN-OF SININONOD GILOINNGD
40 ALTEN I LOVHIXT

P18

A

SEWIS JALLYN
OL W08 INIHHND 138

4

043 BYS WIS /S SIAVLOC NI ONY
SIIVIS IALLYN WOHH ONLAVLS
SITVOE BROMYA SSOHIY SHSYI
CIOHSTIHHL IALLLYAY A0NCOYd

-8




U.S. Patent Mar. 1, 2016 Sheet 39 of 45 US 9,274,693 B2

846

L
ﬁx
o0

844



US 9,274,693 B2

Sheet 40 of 45

Mar. 1, 2016

U.S. Patent




U.S. Patent Mar. 1, 2016 Sheet 41 of 45 US 9,274,693 B2

RECEIVE AN INPUT IMAGE —— 802
PERFORM PIXEL WISE COLOR 304
CLASSIFICATION

¥

PERFORM MORPHOLOGICAL PROCESSING  — 906

Y

EXTRACT CONNECTED COMPONENTS —— 908
PERFORM COLOR PAIR MATCHING 910

Y

EXTRACT DIGITAL NOTES IF COLOR PAIRING | __g¢»
IS ACHIEVED

Y

PERFORM ROTATION AND/OR INVERSION 914
ADJUSTMENT ON DIGITAL NOTES

FI1G. 37




US 9,274,693 B2

Sheet 42 of 45

Mar. 1, 2016

U.S. Patent

Qf

LOTBIA 1084100U]

UDIEW 10810

‘Brd,

926

- 0vés



U.S. Patent Mar. 1, 2016 Sheet 43 of 45 US 9,274,693 B2

ﬂn
ey
5
&

938

Y axis

9208 —,,_
9248

9228



US 9,274,693 B2

Sheet 44 of 45

Mar. 1, 2016

U.S. Patent

Wye—7

¥ YhE

F—7v6



U.S. Patent Mar. 1, 2016 Sheet 45 of 45 US 9,274,693 B2

49208
N/
FIG. 408

<o

Number of notes exiracted

948



US 9,274,693 B2

1
EDITING DIGITAL NOTES REPRESENTING
PHYSICAL NOTES

This application claims the benefit of U.S. Provisional
Application No. 61/891,442, filed Oct. 16, 2013, the entire
content of which is incorporated by reference herein in its
entirety.

TECHNICAL FIELD

The present disclosure relates to note content capturing,
recognition, extraction, and/or management tools and sys-
tems.

BACKGROUND

Paper notes have been broadly used in recording, sharing,
and communicating ideas and information. For example, dur-
ing a collaboration session (e.g., brainstorming session), par-
ticipants write down ideas on Post-It® notes, whiteboard, or
paper, and then share with one another. In addition, people
commonly use notes throughout the day to memorialize
information or content which the individual does not want to
forget. As additional examples, people frequently use notes as
reminders of actions or events to take in the future, such as to
make a telephone call, revise a document or to fill out a time
sheet.

For example, in many situations people participate in a
collaboration session by writing information on paper-based
notes, such as Post-It® notes. Paper Post-It® notes can
readily be removed from a dispenser pad of sticky-back paper
Post-It® notes and applied to various surfaces, such as white-
boards, documents, the tops of desks, telephones, or the like.
Information can be written on paper Post-It® notes either
before or after the paper Post-It® notes are detached from
their dispenser pad or attached to their target surfaces. Paper
Post-It® notes can be easily moved from one surface to
another, such as between documents or between documents
and the tops of desks, they can overlap edges or boundaries of
documents, they can be layered, and they can be moved with
the objects to which they are attached.

Software programs currently exist which permit computer
users to generate software-based notes in digital form and to
utilize the digital notes within computing environments. For
example, a computer user may create digital notes and
“attach” the digital notes to an electronic document, a desk-
top, or an electronic workspace presented by the computing
environment. The computer user may manipulate the notes,
allowing the notes to be created, deleted, edited, saved, and
selectively viewed. The computer user may move such a note
within a document, or between documents and/or the desk-
top, by cutting the note from a document, storing the note in
a clipboard, and then pasting the note to another area of the
same document or to a different document. In this way, the
software programs provide a virtual representation of notes
and allow an individual to utilize the digital notes in a manner
similar to physical notes that he or she may use on a daily
basis.

SUMMARY

In general, the disclosure describes techniques for creating
and manipulating software notes representative of physical
notes.

In one example, a method includes receiving, by one or
more processors of a device, a digital note of a plurality of
digital notes generated based on image data comprising a
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visual representation of a scene that includes a plurality of
physical notes such that each of the plurality of digital notes
respectively corresponds to a particular physical note of the
plurality of physical notes, wherein each of the physical notes
includes respective recognizable content; receiving, by the
one or more processors, user input indicating a modification
to one or more visual characteristics of the digital note; edit-
ing, by the one or more processors and in response to the user
input, the one or more visual characteristics of the digital
note; and outputting, by the one or more processors and for
display, a modified version of the digital note that includes the
one or more visual characteristics.

In another example, computing device includes a memory
configured to store digital notes, and one or more processors.
In this example, the one or more processors are configured to
receive a digital note of a plurality of digital notes generated
based on image data comprising a visual representation of a
scene that includes a plurality of physical notes such that each
of the plurality of digital notes respectively corresponds to a
particular physical note of the plurality of physical notes,
wherein each of the physical notes includes respective recog-
nizable content; receive user input indicating a modification
to one or more visual characteristics of the digital note; edit,
in response to the user input, the one or more visual charac-
teristics of the digital note; and output, for display, a modified
version of the digital note that includes the one or more visual
characteristics.

In another example, a computing system includes means
for receiving a digital note of a plurality of digital notes
generated based on image data comprising a visual represen-
tation of a scene that includes a plurality of physical notes
such that each of the plurality of digital notes respectively
corresponds to a particular physical note of the plurality of
physical notes, wherein each of the physical notes includes
respective recognizable content; means for receiving user
input indicating a modification to one or more visual charac-
teristics of the digital note; means for editing, in response to
the user input, the one or more visual characteristics of the
digital note; and means for outputting, for display, a modified
version of the digital note that includes the one or more visual
characteristics.

In another example, a computer-readable storage medium
stores instructions that, when executed, cause one or more
processors of a device to: receive a digital note of a plurality
of digital notes generated based on image data comprising a
visual representation of a scene that includes a plurality of
physical notes such that each of the plurality of digital notes
respectively corresponds to a particular physical note of the
plurality of physical notes, wherein each of the physical notes
includes respective recognizable content; receive user input
indicating a modification to one or more visual characteristics
of' the digital note; edit, in response to the user input, the one
or more visual characteristics of the digital note; and output,
for display, a modified version of the digital note that includes
the one or more visual characteristics.

The details of one or more examples of the disclosure are
set forth in the accompanying drawings and the description
below. Other features, objects, and advantages of the disclo-
sure will be apparent from the description and drawings, and
from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1is arepresentation illustrating one example of a user
capturing an image of a workspace with notes using an image
capture device on a mobile device.
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FIG. 2 is a block diagram illustrating one example of a
mobile device.

FIG. 3 is a block diagram illustrating one example of a user
application to process the input image.

FIG. 4 is a flowchart illustrating one example of a tech-
nique used to convert physical notes to digital notes and
storing the digital notes in a data storage device.

FIG. 5 is a block diagram illustrating an example of a note
recognition technique which may use multiple note recogni-
tion modules to recognize notes and extract the content of
notes.

FIGS. 6A and 6B are a flowchart illustrating another
example of a note recognition technique.

FIGS. 7A-7D are conceptual diagrams illustrating
examples of notes that overlap the boundary of another note.

FIGS. 8A and 8B are conceptual diagrams illustrating an
example of a technique for detecting and segmenting over-
lapping notes based on different colors in the overlapping
notes and extracting a set of content as note segments.

FIGS. 9A and 9B are conceptual diagrams illustrating
another example of a technique for detecting and segmenting
overlapping notes based on different colors in the overlapping
notes and extracting a set of content as note segments.

FIG. 10 is a conceptual diagram illustrating another
example of a technique for detecting and segmenting over-
lapping notes based on different colors in the overlapping
notes and extracting a set of content as note segments.

FIG. 11 is a conceptual diagram illustrating another
example of a technique for detecting and segmenting over-
lapping notes based on different colors in the overlapping
notes and extracting a set of content as note segments.

FIGS. 12A-12F and 13 are conceptual diagrams illustrat-
ing example aspects of an example technique for segmenting
a plurality of overlapping notes when the notes are the same
color and extracting a set of content as note segments.

FIG. 14 is a flowchart illustrating the example technique
illustrated by FIGS. 12A-12F and 13.

FIGS. 15 and 16 illustrate an example of a marker detection
toggle overlaid on an image by a graphical user interface.

FIGS. 17 and 18 illustrate an example of selecting and
removing a digital note from one or more portions of a graphi-
cal user interface.

FIGS. 19 and 20 illustrate an example of selecting and
adding a digital note from one portion of the graphical user
interface to a second portion of the graphical user interface.

FIG. 21 is a flowchart illustrating an example technique for
selecting, grouping, and displaying digital notes through the
graphical user interface.

FIG. 22 is a conceptual diagram illustrating an example
technique for detecting a group of digital notes, and display-
ing the grouped digital notes through the graphical user inter-
face.

FIG. 23 is a conceptual diagram illustrating another
example technique for detecting a group of digital notes, and
displaying the grouped digital notes through the graphical
user interface.

FIG. 24 is a conceptual diagram illustrating an example
technique for detecting a hierarchical order of digital notes,
and displaying the digital notes in order through the graphical
user interface.

FIG. 25 is a flowchart illustrating example operations of a
note management application to apply image enhancement to
an input image, in accordance with one or more techniques of
this disclosure.
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FIG. 26 is a flowchart illustrating example operations of a
note management application to set the background of a sub-
image to a uniform color, in accordance with one or more
techniques of this disclosure.

FIG. 27 is a conceptual diagram illustrating example
operations of a note management application to set the back-
ground of a sub-image to a uniform color, in accordance with
one or more techniques of this disclosure.

FIG. 28 is a flowchart illustrating example operations of a
device to enable editing of digital notes that correspond to
physical notes, in accordance with one or more techniques of
this disclosure.

FIGS. 29A and 29B are conceptual diagrams illustrating
example operations of a device to enable editing of digital
notes that correspond to physical notes, in accordance with
one or more techniques of this disclosure.

FIG. 30 is a conceptual diagram illustrating example modi-
fication to a color of a foreground object based on an updated
background color, in accordance with one or more techniques
of this disclosure.

FIG. 31 is a flowchart illustrating example operations of a
device to identify foreground regions of digital notes that
correspond to physical notes, in accordance with one or more
techniques of this disclosure.

FIGS. 32A-32B are conceptual diagrams illustrating
example masks which may be generated by a device that
identifies foreground regions of digital notes that correspond
to physical notes, in accordance with one or more techniques
of this disclosure.

FIG. 33 is a conceptual diagram illustrating example
operations of a device to identify foreground regions of digi-
tal notes that correspond to physical notes, in accordance with
one or more techniques of this disclosure.

FIG. 34 is a flowchart illustrating example operations of a
device to identify foreground regions of digital notes that
correspond to physical notes, in accordance with one or more
techniques of this disclosure.

FIG. 35 is a conceptual diagram illustrating example masks
which may be generated by a device that identifies foreground
regions of digital notes that correspond to physical notes, in
accordance with one or more techniques of this disclosure.

FIG. 36 illustrates a plurality of digital notes enhanced in
accordance with one or more techniques of this disclosure.

FIG. 37 is a flowchart illustrating example operations of a
device to generate a plurality of digital notes that each respec-
tively correspond to a particular physical note of a plurality of
physical notes represented by an input image, in accordance
with one or more techniques of this disclosure.

FIG. 38 is a conceptual diagram illustrating an example
input image representing a plurality of physical notes which
may be used by a device to generate a plurality of digital notes
that each respectively correspond to a particular physical note
of the plurality of physical notes, in accordance with one or
more techniques of this disclosure.

FIG. 39 is a conceptual diagram illustrating further details
of'a particular physical note of the plurality of physical notes
represented by the input image of FIG. 38, in accordance with
one or more techniques of this disclosure.

FIGS. 40A and 40B illustrate additional examples of digi-
tal notes extracted from an input image representing a plural-
ity of physical notes, in accordance with one or more tech-
niques of this disclosure.

DETAILED DESCRIPTION

The present disclosure describes techniques for creating
and manipulating software notes representative of physical
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notes. For example, techniques are described for recognizing
physical notes present within a physical environment, captur-
ing information therefrom and creating corresponding digital
representations of the physical notes, referred to herein as
digital notes or software-based notes. Further, at least some
aspects of the present disclosure are directed to techniques for
managing multiple notes, such as storing, retrieving, editing
the digital notes, categorizing and grouping the digital notes,
or the like.

In general, notes can include physical notes and digital
notes. Physical notes generally refer to physical objects with
a general boundary and recognizable content. Physical notes
can include the resulting objects after people write, draw, or
enter via other type of inputs on the objects, for example,
paper, white board, or other objects accepting the inputs. By
way of examples, physical notes can include hand-written
Post-It® notes, paper, or film, white-board with drawings,
posters, and signs. In some cases, physical notes can be gen-
erated using digital techniques, e.g. printing onto printable
Post-It® notes or printed document. In some cases, one object
can include several physical notes. For example, several ideas
can be written on separate areas of a single piece of poster
paper or awhite-board. In some implementations, to facilitate
the recognition of these notes, marks, such as lines, shapes,
colors, symbols, markers, or stickers, can be applied to the
edges of the notes. Physical notes can be two-dimensional or
three dimensional. Physical notes can have various shapes
and sizes. For example, a physical note may be a 7.62x7.62
cm (3x3 inches) note; a physical note may be a 66.04x99.06
cm (26x39 inches) poster; and a physical note may be a
triangular metal sign. In some cases, physical notes may have
known shapes and/or sizes that conform to standards, such as
legal, A3, A4, and other size standards, and known shapes,
which may not be limited to geometric shapes, such as stars,
circles, rectangles, or the like. In other cases, physical notes
may have non-standardized sizes and/or irregular shapes.

Digital notes generally refer to digital objects with infor-
mation and/or ideas. Digital notes can be generated using
digital inputs. Digital inputs can include, for example, key-
boards, touch screens, digital cameras, digital recording
devices, stylus, digital pens, or the like. In some cases, digital
notes may be representative of physical notes.

In some cases, digital notes may be representative of physi-
cal notes used in a collaboration space. Collaboration space
generally refers to a gathering area allowing more than one
person to brainstorm, such as sharing ideas and thoughts with
each other. The collaboration space can also represent a vir-
tual space allowing a group of persons to brainstorm, such as
sharing ideas and thoughts remotely, besides the gathering
area. The collaboration space may be referred to as work-
spaces, or the like.

FIG. 1 illustrates an example of a note recognition envi-
ronment 10. In the example of FIG. 1, environment 10
includes a mobile device 15 to capture and recognize one of
more notes 22 from a workspace 20. As described herein,
mobile device provides an execution environment for one or
more software applications that, as described, can efficiently
capture and extract note content from a large number of
physical notes, such as the collection of notes 22 from work-
space 20. In this example, notes 22 may be the results of a
collaborative brainstorming session having multiple partici-
pants. As described, mobile device 15 and the software
executing thereon may perform a variety of note-related
operations, including automated creation of digital notes rep-
resentative of physical notes 22 of workspace 20.

In some examples, the plurality of physical notes 22 of
workspace 20 may comprise notes of different color. In other
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examples, the plurality of physical notes 22 of workspace 20
may comprise at least one note including fiducial markings,
such as markings at the upper-right and lower-left corners of
the note. In other examples, the plurality of physical notes 22
of workspace 20 may comprise at least one note having one
color for the body of the note and another color for the border
of the note. In other examples, notes from the plurality of
physical notes 22 of workspace 20 may be arranged so that
they overlap, such as being arranged in a stacked overlapping
relationship. In other examples, notes from the plurality of
physical notes 22 of workspace 20 may be arranged adja-
cently.

Inthe example implementation, mobile device 15 includes,
among other components, an image capture device 18, and a
presentation device 28. In addition, although not shown in
FIG. 1, mobile device 15 may include one or more processors,
microprocessors, internal memory and/or data storage and
other electronic circuitry for executing software or firmware
to provide the functionality described herein.

In general, image capture device 18 is a camera or other
component configured to capture image data representative of
workspace 20 and notes 22 positioned therein. In other words,
the image data captures a visual representation of an environ-
ment, such as workspace 20, having a plurality of visual
notes. Although discussed as a camera of mobile device 15,
image capture device 18 may comprise other components
capable of capturing image data, such as a video recorder, an
infrared camera, a CCD (Charge Coupled Device) array, a
laser scanner, or the like. Moreover, the captured image data
can include at least one of an image, a video, a sequence of
images (i.e., multiple images taken within a time period and/
or with an order), a collection of images, or the like, and the
term input image is used herein to refer to the various example
types of image data.

Presentation device 28 may include, but not limited to, an
electronically addressable display, such as a liquid crystal
display (LCD) or other type of display device for use with
mobile device 28. In some implementations, mobile device
15 generates the content to display on presentation device 28
for the notes in a variety of formats, for example, a list,
grouped in rows and/or column, a flow diagram, or the like.
Mobile device 15 may, in some cases, communicate display
information for presentation by other devices, such as a tablet
computer, a projector, an electronic billboard or other exter-
nal device.

As described herein, mobile device 15, and the software
executing thereon, provide a platform for creating and
manipulating digital notes representative of physical notes
22. For example, in general, mobile device 15 is configured to
process image data produced by image capture device 18 to
detect and recognize at least one of physical notes 22 posi-
tioned within workspace 20. In some examples, the mobile
device 15 is configured to recognize note(s) by determining
the general boundary of the note(s). After a note is recog-
nized, mobile device 15 extracts the content of at least one of
the one or more notes, where the content is the visual infor-
mation of note 22.

As further described below, mobile device 15 may imple-
ment techniques for automated detection and recognition of
physical notes 22 and extraction of information, content or
other characteristics associated with each of the physical
notes. For example, mobile device 15 may allow user 26 fine
grain control over techniques used by mobile device 15 to
detect and recognize physical notes 22. As one example,
mobile device 15 may allow user 26 to select between marker-
based detection techniques in which one or more of notes 22
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includes a physical fiducial mark on the surface of the note or
non-marker based techniques in which no fiducial mark is
used.

In addition, mobile device 15 provide user 26 with an
improved electronic environment for generating and manipu-
lating corresponding digital notes representative of physical
notes 22, including removing background or other image-
related artifacts from the notes. As another example, mobile
device 15 may provide mechanisms allowing user 26 to easily
add digital notes to and/or delete digital notes from a set of
digital notes representative of the brainstorming activity asso-
ciated with workspace 20. In some example implementations,
mobile device 15 provides functionality by which user 26 is
able to record and manage relationships between groups of
notes 22.

In some example implementations, mobile device 15 pro-
vides functionality by which user 26 is able to export the
digital notes to other systems, such as cloud-based reposito-
ries (e.g., cloud server 12) or other computing devices (e.g.,
computer system 14 or mobile device 16).

In the example of FIG. 1, mobile device 15 is illustrated as
a mobile phone. However, in other examples, mobile device
15 may be a tablet computer, a personal digital assistant
(PDA), a laptop computer, a media player, an e-book reader,
a wearable computing device (e.g., a watch, eyewear, a
glove), or any other type of mobile or non-mobile computing
device suitable for performing the techniques described
herein.

FIG. 2 illustrates a block diagram illustrating an example
of'a mobile device that operates in accordance with the tech-
niques described herein. For purposes of example, the mobile
device of FIG. 2 will be described with respect to mobile
device 15 of FIG. 1

In this example, mobile device 15 includes various hard-
ware components that provide core functionality for opera-
tion of the device. For example, mobile device 15 includes
one or more programmable processors 70 configured to oper-
ate according to executable instructions (i.e., program code),
typically stored in a computer-readable medium or data stor-
age 68 such as static, random-access memory (SRAM) device
or Flash memory device. /O 76 may include one or more
devices, such as a keyboard, camera button, power button,
volume button, home button, back button, menu button, or
presentation device 28 as described in FIG. 1. Transmitter 72
and receiver 74 provide wireless communication with other
devices, such as cloud server 12, computer system 14, or other
mobile device 16 as described in FIG. 1, via a wireless com-
munication interface as described in FIG. 1, such as but not
limited to high-frequency radio frequency (RF) signals.
Mobile device 15 may include additional discrete digital logic
or analog circuitry not shown in FIG. 2.

In general, operating system 64 executes on processor 70
and provides an operating environment for one or more user
applications 77 (commonly referred to “apps™), including
note management application 78. User applications 77 may,
for example, comprise executable program code stored in
computer-readable storage device (e.g., data storage 68) for
execution by processor 70. As other examples, user applica-
tions 77 may comprise firmware or, in some examples, may
be implemented in discrete logic.

In operation, mobile device 15 receives input image data
and processes the input image data in accordance with the
techniques described herein. For example, image capture
device 18 may capture an input image of an environment
having a plurality of notes, such as workspace 20 of FIG. 1
having of notes 22. As another example, mobile device 15
may receive image data from external sources, such as cloud

15

20

25

40

45

50

55

60

8

server 15, computer system 14, or mobile device 16, via
receiver 74. In general, mobile device 15 stores the image data
in data storage 68 for access and processing by note manage-
ment application 78 and/or other user applications 77.

As shownin FIG. 2, user applications 77 may invoke kernel
functions of operating system 64 to output a graphical user
interface (GUI) 79 for presenting information to a user of
mobile device. As further described below, note management
application 78 may construct and control GUI 79 to provide
an improved electronic environment for generating and
manipulating corresponding digital notes representative of
physical notes 22. For example, note management applica-
tion 78 may construct GUI 79 to include a mechanism that
allows user 26 to easily add digital notes to and/or deleting
digital notes from defined sets of digital notes recognized
from the image data. In some example implementations, note
management application 78 provides functionality by which
user 26 is able to record and manage relationships between
groups of the digital notes by way of GUI 79.

FIG. 3 is a block diagram illustrating one example imple-
mentation of note management application 78 that operates in
accordance with the techniques described herein. Although
described as a user application 77 executing on mobile device
15, the examples described herein may be implemented on
any computing device, such as cloud server 12, computer
system 14, or other mobile devices.

In this example, user application 78 includes image pro-
cessing engine 82 that provides image processing and object
recognition functionality. Image processing engine 82 may
include image communication module 90, note identification
module 86, digital note generation module 88, and note
enhancement module 89. In addition, image processing
engine 82 includes image processing Application Program-
ming Interfaces (APIs) 95 that provide a library of image
manipulation functions, e.g., image thresholding, masking,
filtering, edge detection, and the like, for use by the other
components of image processing engine 82.

In general, image data may be stored in data storage device
68. In this example, note management application 78 stores
images 97 within data storage device 68. Each of images 97
may comprise pixel data for environments having a plurality
of physical images, such as workspace 20 of FIG. 1.

As described herein, note identification module 86 pro-
cesses images 97 and identifies (i.e., recognizes) the plurality
of physical notes in the images. The input image may be
processed by note identification module 86 using marker
and/or non-marker detection processes. Digital note genera-
tion module 88 generates digital notes 99 corresponding to
the physical notes recognized within images 97. For example,
each of digital notes 99 corresponds to one of the physical
notes identified in an input image 97. During this process,
digital note generation module 88 may update database 94 to
include a record of the digital note, and may store within the
database information (e.g., content) captured from bound-
aries of the physical note within the input image as detected
by note identification module 86. Moreover, digital note gen-
eration module 88 may store within database 94 metadata
associating the digital notes into one or more groups of digital
notes.

Note enhancement 89 enables editing and/or enhancement
of digital notes, such as digital notes generated by digital note
generation module 88. For instance, note enhancement mod-
ule 89 may include a process or processes that enhance the
extracted information from the input image. As one example,
note enhancement module 89 may include a process or pro-
cesses to enhance the extracted information from the input
image in accordance with the techniques of FIGS. 26 and 27.
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As another example, note enhancement module 89 may by
invoked by note editor 96 to enable editing of digital notes in
accordance with the techniques of FIGS. 28-30. Note
enhancement module 89 may be configured to receive digital
notes from data storage 68 and store edited digital notes to
data storage 68. In some examples, note enhancement module
89 may store an edited and/or enhanced digital note to data
storage 68 by storing the digital note along with one or more
objects that correspond to edits and/or enhancements of the
digital note (e.g., shape layer objects of FIG. 29).

Image communication module 90 controls communication
of'image data between mobile device 15 and external devices,
such as cloud server 12, computer system 14, mobile device
16, or image capture device 18. In some examples, image
communication modules 90 may, for example, allow a user to
communicate processed or unprocessed images 97 of envi-
ronments and/or digital notes and associated information
extracted therefrom including metadata from database 68. In
some examples, image communication module 90 exports
this data to a zip file that may be communicated by FTP,
HTTP, email, Bluetooth, or other mechanism.

In the example of FIG. 1, note management application 78
includes user interface 98 that constructs and controls GUI 79
(FIG. 2). As described below, user interface 98 may, in some
examples, output for display an input image 97 overlaid with
the plurality of digital notes 99, where each of the digital notes
is overlaid in place of a corresponding physical note. In addi-
tion, user interface 98 may display a group of digital notes 99
that has been designated by the user. This group of digital
notes 99 may be, for example, a subset of the digital notes
recognized in a particular input image 97. User interface 98
may display this designated group (set) of the digital notes on
a second portion of GUI 79 and allow user 26 to easily add or
remove digital notes 99 from the designated group.

In some example implementations, user interface 98 pro-
vides a note editor 96 that allows a user to edit the overlay
image and/or the digital notes. For instance, note editor 96
may allow a user to edit the digital notes in accordance with
the techniques of FIGS. 28-29A, 29B. In some examples, note
editor 96 may invoke one or more components of image
processing engine 82, such as note enhancement module 89,
to perform edits on the digital notes.

Additional example details of note management applica-
tion 78 for detecting and recognizing physical notes are
described in U.S. Patent Application 61/844,140, filed Jul. 9,
2013 entitled SYSTEMS AND METHODS FOR NOTE
RECOGNITION AND MANAGEMENT USING COLOR
CLASSIFICATION,” U.S. Patent Application 61/844,152,
filed Jul. 9, 2013, entitled “SYSTEMS AND METHODS
FOR NOTE CONTENT EXTRACTION AND MANAGE-
MENT USING SEGMENTED NOTES, and U.S. Patent
Application 61/844,176, filed Jul. 9, 2013, “SYSTEMS AND
METHODS FOR NOTE CONTENT EXTRACTION AND
MANAGEMENT BY SEGMENTING NOTES,” the entire
contents of each of which are incorporated herein by refer-
ence.

FIG. 4 is a flowchart illustrating an example of a note
recognition process 100 as may be implemented by note
management application 78 of mobile device 15. Initially,
note identification module 86 of note management applica-
tion 78 captures an input image of a plurality of notes through
image acquisition (102). In some examples, the notes are
physical notes and it is more efficient to capture more than one
note at a time. Next, note identification module 86 recognizes
one of the plurality of notes from the input image (104). For
example, note identification module 86 may recognize note
features using a color detection module, a shape detection

10

15

20

25

30

35

40

45

50

55

60

65

10

module, and a pattern detection module, and subsequently
determine the general boundary of the note.

Digital note generation module 88 extracts content of the
one of the plurality of notes to create sub-images (106). In
some examples, digital note generation module 88 can apply
image transformation to at least part of the input image before
extracting content. In some other examples, digital note gen-
eration module 88 can apply image enhancement or another
image processing technique, such as removing a background
of the underlying workspace or changing the color of each
note in the plurality of notes, to improve the quality of the
extracted content or sub-images (108). For instance, digital
note generation module 88 can apply image enhancement in
accordance with the techniques of FIG. 25. In yet other
examples, digital note generation module 88 can further rec-
ognize text and figures from the extracted content or sub-
images. Digital note generation module 88 stores the
enhanced extracted content or sub-images to data storage 68
of mobile device 15, and may communicate the digital notes
to cloud server 12 or other computer system 14 (110). Pro-
gram code or other executable instructions for causing a
programmable processor to perform process 100 may be
stored within a computer-readable storage of mobile device
15.

FIG. 5 is a flow diagram illustrating an example of note
recognition technique 120 in which note identification mod-
ule 86 may use multiple detection modules to recognize notes
and extract the content of notes. In some examples, the detec-
tion modules may include a color detection module, a shape
detection module, and a pattern detection module. In one
example, a color detection module may use color spaces such
as the RGB (red, green, and blue), LAB (e.g., Hunter 1948
L,a,b color space, CIE 1976 (L*, a*, b*) color space), CMYK
(cyan, magenta, yellow, and key (black)), HSV (hue, satura-
tion, and value) etc. to identify regions of interest correspond-
ing to the notes 125, 126, 127, 128 for color recognition 122.
In other examples of the shape detection module and pattern
detection modules, the notes 125, 126, 127, 128 are further
distinguished in their shape and due to the presence of unique
patterns detected by shape recognition algorithm 123 (e.g.,
Hough transform, shape context, etc.) and pattern recognition
algorithm 124 (e.g., Support Vector Machine, cross-correla-
tion, template matching, etc.), respectively. These algorithms
122, 123, 124 may help filter out unwanted objects in the
input image or other sources of the content of notes 125, 126,
127, 128 and leave only those regions of interest correspond-
ing to notes 125, 126, 127, 128. In another example, a com-
puter system may be configured to execute any variation of
technique 120. In another example, a non-transitory com-
puter-readable medium including instructions for causing a
programmable processor to execute may execute any varia-
tion of technique 120.

FIGS. 6A and 6B together are a flowchart illustrating
another example of a note recognition process 130. Initially,
process 130 captures an input image, such as an image of
plurality of notes 22 of brainstorm session 20 through image
acquisition as described in FIGS. 1-3 (132). In some
examples, the notes are physical notes and it is more efficient
to capture more than one note at a time. Next, process 130
recognizes from the input image one or more notes of plural-
ity of notes 22 as described in FIG. 1, which the user, such as
user 26 of FIG. 1, may select (134). For example, process 130
can recognize note features using a color detection module, a
shape detection module, and a pattern detection module, and
subsequently determine the boundary of the note as described
in FIG. 5. Next, digital note generation module 88 extracts
content of each note of plurality of notes 22 to create sub-
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images (136). In some examples, digital note generation
module 88 can apply image transformation to at least part of
the input image before extracting content (not shown in FIGS.
6A and 6B). In some other examples, note enhancement
module 89 can apply image enhancement or other image
processing technique, such as removing the background from
the image of the workspace or enhancing pixel data (e.g.,
sharpening) associated with each of the digital notes to
improve the quality of the extracted content or sub-images
(136). In the example of FIG. 6B, note enhancement module
89 has, in response to user input, changed a digital note from
green to white to provide increased readability (136). Pro-
gram code or other executable instructions for causing a
programmable processor to perform process 130 may be
stored within a computer-readable storage of mobile device
15.

Digital note generation module 88 may further recognize
text and figures from the extracted content or sub-images (not
shown in FIGS. 6A and 6B). Digital note generation module
88 and/or note enhancement module 89 may store the
enhanced extracted content or sub-images to data storage 68
of mobile device 15, and may subsequently communicate the
original image data and/or digital notes including extracted
information and metadata to cloud server 12 or computer
system 14 as described in FIGS. 1-3 (138).

FIGS. 7A-7D are conceptual diagrams illustrating
examples of at least one physical note that overlaps the
boundary of another note. FIG. 7A is a conceptual diagram
illustrating an example of a plurality of adjacent notes 22 of
different colors on a workspace 20 that overlap, as described
with respect to FIG. 1. FIG. 7B is a conceptual diagram
illustrating an example of a plurality of notes 22 of one color
including markings at the upper-right and lower-left corners
of'each note on a workspace 20 that overlap, as described with
respectto FIG. 1. FIG. 7C is a conceptual diagram illustrating
an example of a plurality of notes 22 in a stacked overlapping
relationship, each of notes 22 having one color for the body
and another color for the border, on a workspace 20 as
described with respect to FIG. 1. FIG. 7D is a conceptual
diagram illustrating another example of a plurality of adja-
cent notes 22 that overlap the boundary of another one or
more of notes 22, as described with respect to FIG. 1. FIGS.
7A-7D illustrate some examples of overlapping notes. How-
ever, notes 22 could be used in other combinations to create
other examples of overlapping notes.

As further described below, physical notes having borders
that are different in color from the body of the notes provide
a form of a fiducial mark that may be used for color segmen-
tation and detection of the physical notes. As fiducial marks,
in some examples, the border color may be selected to provide
good color separation from the background color, such as a
white or black border color that is different from the back-
ground (body) color of the note. As further examples, the
border color and the body color may be selected to be comple-
mentary colors so as to provide good color separation, such as
use of cyan borders or other fiducial marks on a yellow note,
thereby providing high color contrast to facilitate identifica-
tion of the physical note.

In other examples, fiducial marks may be constructed using
an invisible ink that may only be visible to the image process-
ing engine. As another example, retro-reflective material may
be used on the notes as a fiducial mark that may be responsive
to a flash from the imaging device.

FIG. 8A is a conceptual diagram illustrating an example
technique 200 for detecting and segmenting overlapping and/
or adjacent notes by using color classification algorithms. In
some cases, the input image is retrieved from a visual repre-
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sentation (not shown in FIG. 8A) if the visual representation
is not a single image. For example, the visual representation is
a set of images, and the input image retrieved is an aggrega-
tion of at least part of the set of images. As another example,
the visual representation is a video, and the input image
retrieved is a combination of several or all frames of the video.

Upon receiving the input image as described in FIGS. 1-3,
note management application 78 executing on mobile device
15, cloud server 12, or computer system 14, identifies a plu-
rality of overlapping physical notes by using a color detection
module, which may be a component of note identification
module 86. The color detection module may convert the input
image to a desirable color space (not shown in FIG. 8A). An
example applicable color space includes, but not limited to,
RGB (red, green, and blue), LAB (e.g., Hunter 1948 L,a,b
color space, CIE 1976 (L*, a*, b*) color space), CMYK
(cyan, magenta, yellow, and key (black)), HSV (hue, satura-
tion, and value), HSL. (hue, saturation, and lightness), HSI
(hue, saturation, and intensity), sSRGB (standard red, green,
and blue) color space. Next, the color detection module may
apply one or more classification functions to color values for
each pixel in the input image (not shown in FIG. 8A). The
classification functions can be computed using optional train-
ing steps. The classification algorithms for the color detection
module can be, for example, linear discriminant analysis,
quadratic classifier, Gaussian Mixture Models, Boosted
Decision Trees, Support Vector Machines or the like. Using
the classification algorithms, indicators indicative of color
classes for each pixel in the image (not shown in FIG. 8A) are
generated. A color class includes a particular range of wave-
length or can be an “other” color class referring to any other
color besides the color classes of interest. For example, a
color class can be magenta, yellow, blue, orange, etc. An
indicator can be represented by, for example, a number, a
code, a symbol, an alphanumerical token, a color value, a
grayscale value, or the like. In another example, technique
200 may also use a shape detection module and a pattern
detection module as described in FIG. 5.

FIG. 8B is a conceptual diagram illustrating an example of
technique 200 where based on the indicators, the boundary of
note(s) 202B, 204B, 206B or note segment(s) can be deter-
mined. In one example, the adjacent pixels with a same indi-
cator are grouped into a region and the boundary of the region
can be determined. In some cases, the indicators are further
processed using image processing principles, for example,
noise filtering, morphological opening, or the like, before the
boundary is determined. In some examples, the shape and/or
the size of a note or note segment is predetermined, which can
be used to determine and/or filter the general boundary of
note(s) 202B, 204B, 206B or note segment(s). Using the
boundaries, the content of the note(s) 202B, 204B, 206B or
note segment(s) can be segmented and extracted to generate
segmented digital notes. In another example, technique 200
may also display the input image including the plurality of
segmented digital notes in place of the plurality of overlap-
ping notes on a first portion of a graphical user interface and
the plurality of digital notes on a second portion of the graphi-
cal user interface.

FIGS. 9A and 9B are conceptual diagrams illustrating
another example of technique 200 as technique 210 where
note(s) 211-217 or note segment(s) overlap and have colored
boundaries, borders, or colored mark(s) at one or more loca-
tions instead of having a solid color. In one example of tech-
nique 210, a color detection module as described in FIG. 8A
can be used to identify the boundaries, borders, or marks (as
shown in FIG. 9B) and further extract the content of the
note(s) 211-217 or note segment(s) (as shown in FIG. 9A).
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FIG. 10 is a conceptual diagram illustrating another
example of technique 200 as technique 220 where note(s)
221-224 or note segment(s) overlap and have colored bound-
aries, borders, or colored mark(s) at one or more locations
instead of having solid color. In one example of technique
220, a color detection module as described in FIG. 8A can be
used to identify the boundaries, borders, or marks (as shown
in FIG. 10) and further extract the content of the note(s)
222-224 or note segment(s) (as shown in FIG. 10).

FIG. 11 is a conceptual diagram illustrating another
example of technique 200 as technique 230 where note(s)
231, 232 or note segment(s) overlap and have colored bound-
aries, borders, or colored mark(s) at one or more locations
instead of having a solid color. In one example of technique
230, a color detection module as described in FIG. 8A can be
used to identify the boundaries, borders, or marks (as shown
in FIG. 11) and further extract the content of the note(s) 231,
232 or note segment(s) (as shown in FIG. 11).

In another example, a computer system may be configured
to execute any variation of techniques 200, 210, 220, 230. In
another example, a non-transitory computer-readable
medium including instructions that cause a programmable
processor to execute may execute any variation of techniques
200, 210, 220, 230.

FIGS. 12A-12F and 13 are conceptual diagrams illustrat-
ing example aspects of an example technique 300 for seg-
menting a plurality of overlapping notes when the notes are
the same color and extracting a set of content for the note
segments, and FIG. 14 is a flowchart illustrating example
technique 300. Upon receiving the input image as described
in FIGS. 1-3, cloud server 12, computer system 14, mobile
devices 15, 16, and/or image processing engine 82 identifies
a mass of the plurality of overlapping notes 302A-302C and
determines whether the overlapping notes 302A-302C are the
same color.

In FIG. 12A overlapping notes 302A-302C are the same
color and are segmented using a color detection module as
described in FIG. 8A and as shown in FIG. 12B (320 of FIG.
14). Optionally, the mass of plurality of overlapping notes
302A-302C may be filled during the color detection module
analysis as shown as mass 302D in FIG. 12C (322 of F1G. 14).
The right-angled corners of the mass of plurality of notes
302A-302C are detected using correlation templates 304,
306, 308, 310 (324 of FIG. 14). The peaks 314 of the corre-
lation templates 304, 306, 308, 310 are located off-center and
are used to determine the corners of the mass of plurality of
notes 302A-302C as shown in FIG. 12E (326 of F1G. 14). The
corners of the mass of plurality of notes 302A-302C with
marks 311 applied to one or more corners along at least a part
of'the boundary and have corresponding correlation peaks are
used to determine the correlated corners 304A, 310A, 3108,
308B, 308C, and 306C and the orientation of each note in the
mass of plurality of notes 302A-302C as shown in FIG. 12F
(328 of FIG. 14). In another example, the technique 300 may
optionally include performing geometric correction and crop-
ping techniques to the mass of plurality of notes 302A-302C
based on the orientation of each note in the mass of plurality
of'notes 302A-302C. In another example, the marks can be a
different color border, such as a white border, along the
boundary of the note. In another example, technique 300 may
further include determining whether at least one of the plu-
rality of notes in the input image includes one or more marks
311 in the mass of plurality of notes 302A-302C by compar-
ing one or more marks 311 to marks in a database.

In FIGS. 12A-12F and FIG. 13 the input image does con-
tain one or more marks 311, so technique 300 may include
utilizing a marker detection module with the color detection
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module to determine the boundary of each note segment. In
FIG. 13, based on the correlated corners 304A, 310A, 310B,
308B, 308C, and 306C, the boundaries of segments 312A-
312C ofthe mass can be determined (330 of FIG. 14). Insome
cases, the marker detection module can determine the relative
positions of marks 311, which can be used to determine the
boundaries of the plurality of note segments 312A-312C. The
content of note segments 312A-312C of the mass can
extracted from the plurality of note segments 312A-312C
using the determined boundaries (332 of FIG. 14). In some
cases, each piece of content is extracted from a corresponding
note segment. In another example, the extracted contents of
note segments 312A-312C are used to generate a plurality of
digital notes corresponding to the boundary of each note in
the plurality of overlapping notes identified in the input
image, and the plurality of digital notes include information
represented by the plurality of note segments 312A-312C in
the inputimage. In another example, the extracted contents of
note segments 312A-312C are used to generate a plurality of
segmented digital notes corresponding to the boundary of
each note in the plurality of overlapping notes identified in the
input image, and the plurality of segmented digital notes
include information represented by the plurality of note seg-
ments 312A-312C in the input image.

FIGS. 15 and 16 illustrate an example graphical user inter-
face 400 presented by note management application 18. In
this example, graphical user interface 400 includes a marker
detection control 402, 406 that selectively allows the user to
enable or disable mark-based note detection modules or non-
marker-based detection modules.

In one example, as illustrated in FIG. 15, a user, such as
user 26 of FIG. 1, activates marker detection control 402
before directing note management application 18 to capture
or otherwise process an input image. By activating marker
detection toggle 402 to utilize a marker detection module,
user 26 directs image processing engine 82 of note manage-
ment application 78 to segment a plurality of detected over-
lapping physical notes based on fiducial markers associated
with the notes. The user may activate a marker detection
control 402 prior to capturing the input image of the work-
space or may activate marker detection control 402 after the
workspace is captured but prior to a processing of the input
image to utilize a marker detection module to segment the
plurality of overlapping notes based on fiducial markers. In
this example, the note in the input image contains mark 404,
which can be a barcode, a color code, a color, a matrix code,
a color block, a different color border, or the like.

In general, the marker detection module uses one or more
marks 404 to determine the boundary of the note. In some
cases, the note may be slanted in the input image (not shown
in FIGS. 15 and 16). In some other cases, the input image may
be taken with geometric distortion. The marker detection
module may use the determined boundary of mark 404 or a
portion of mark 404 to determine the necessary image trans-
formation and correction to the input image to obtain the
content of the note.

In another case, as illustrated in FIG. 16, the user may elect
to disable marker detection control 406 to not include a
marker detection module in the note recognition technique. In
response, image processing engine 82 of note management
module 78 may invoke any one or more non-marker-based
note detection algorithms such as identifying the plurality of
physical notes based on shapes defined by perimeters of the
plurality of notes in the input image, identifying the plurality
of notes according to color spaces associated with back-
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ground colors of the plurality of notes, and/or identifying the
plurality of notes according to a pattern recognition algo-
rithm.

For purposes of example, marker detection control 402,
406 is shown as a toggle Ul element having an on state and an
off state, although other Ul elements could be used, such as
radio buttons, drop down lists and the like.

FIGS. 17 and 18 illustrate an example in which note man-
agement application 78 of mobile device 15 provides func-
tionality by which user 26 manages a set of digital notes
associated with a workspace, such as workspace 20 of FIG. 1.
For example, note management application 78 generates GUI
79 to include input controls that allow user 26 to selectively
include or exclude notes recognized in an input image,
thereby controlling which of the physical notes have corre-
sponding digital notes in a set or group of digital notes.

In the example illustrated by FIG. 17, a mobile device
includes a graphical user interface 500 with a first portion
(region) 502 and a second portion (region) 504. Note man-
agement application 78 displays within first portion 502 of
graphical user interface 500 the input image captured from a
workspace, where the input image typically provides a visual
representation of a workspace having a plurality of physical
notes. Note management application 78 displays within sec-
ond portion 504 a set of digital images generated from the
physical notes within the input image as recognized by note
management application 78.

In addition, note management application 78 may display,
on the first portion 502 of graphical user interface 500, the
digital notes and enhanced sub-images associated therewith
overlaid on the original input image, where each of the plu-
rality of digital notes is presented in place of the correspond-
ing physical note recognized by the note management appli-
cation. This may, for example, aid the user in associating the
digital notes with their respect physical notes in the work-
space.

Each note in the plurality of digital notes on first portion
502 and second portion 504 of the graphical user interface
may be selected 506, 507 by auser input for deletion from the
set of digital notes. As illustrated between FIGS. 17 and 18,
the selected digital note 506, 507 in the second portion of the
graphical user interface may be deleted 508 from the second
portion of the graphical user interface and remain in the first
portion of the graphical user interface. In another example,
the selected digital note 506, 507 may be deleted from both
the first portion and the second portion of the graphical user
interface. In another example, the selected digital note 506,
507 may be deleted from the first portion of the graphical user
interface and remain in the second portion of the graphical
user interface.

FIGS. 19 and 20 illustrate example user interfaces 510 with
a first portion (region) 512 and a second portion (region) 514
presented by mobile device 15 that allow a user to select and
add a digital note for inclusion within a set of digital notes
created from physical notes recognized from a given work-
space. As illustrated between FIGS. 19 and 20, digital notes
516 selected in the first portion 512 of the graphical user
interface may be added to the set of digital notes 518 pre-
sented in the second portion 514 of the graphical user inter-
face. In other words, the user may select one or more of the
digital notes overlaid on the image of the workspace and
indicate that the notes are to be included in a particular set of
digital notes presented in the second portion of the graphical
user interface.

FIG. 21 is a flowchart illustrating example operation of
note management application 78 when, in response to user
input, selecting a plurality of digital notes in the first portion
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of the graphical user interface or the second portion of the
graphical user interface and grouping the selected plurality of
digital notes. In one example of process 530, note manage-
ment application 78 executing on a computing device, mobile
device 15, cloud server 12, or computer system 14, as
described in FIGS. 1-3, receives an input image (532). Next,
the computing device is configured to identity a plurality of
notes in the input image (534). Upon identifying the plurality
of notes in the input image, the computing device generates a
plurality of digital notes corresponding to the plurality of
notes identified in the input image (536). After generating the
plurality of digital notes, the computing device is configured
to display the input image including the plurality of digital
notes overlaid thereon in place of the identified plurality of
notes on a first portion of graphical user interface (538). Upon
displaying the first portion, the computing device is also
configured to display a user-defined set of the digital notes on
a second portion of the graphical user interface (540). Next,
the computing device is configured to receive a user input to
select at least some of the plurality of digital notes by way of
the graphical user interface (542). After receiving the user
input to select the plurality of digital notes, the computing
device is also configured to receive a user input to group the
selected plurality of digital notes to form one or more groups
(544). In another example, the one or more groups may
include a hierarchical order.

FIGS. 22-24 are conceptual diagrams illustrating examples
of techniques in which note management application 78
executing on a computing device, such as mobile device 15,
detects notes and automatically groups the notes based on one
or more detected grouping indicators. Upon receiving an
input image as described in FIGS. 1-3, note management
application 78 identifies a plurality of physical notes in the
input image and generates a plurality of digital notes.

In the example technique 600 illustrated by FIG. 22, note
management application 78 processes an input image of
workspace 20 that, in this example, includes a plurality of
notes separated into groups based on distance. In this
example, note management application 78 identifies an indi-
cation of one or more groups based on the distances 602
between each ofthe recognized notes and a threshold distance
as determined by mobile device 15. That is, note management
application 78 may determine clusters of physical notes
within the input image and, based on the clusters, logically
associate the digital notes into groups of digital notes. Insome
examples, note management application 78 may compute a
2D grid or 3D array of position data associated with objects
within the input image and, for each recognized physical
note, determine an absolute position and boundary for the
note within the 2D or 3D space and thereby compute a com-
plete representation of the workspace. Based on this informa-
tion, note management application 78 can determine mini-
mum distances between each physical note within the virtual
space and, based on the distances, determine groupings of the
corresponding digital notes corresponding to the physical
notes. In other examples, note management application 78
may determine groupings based on a threshold value, which
may be a threshold distance or a threshold ratio, pre-deter-
mined by a user or calculated by mobile device 15.

FIG. 23 is a conceptual diagram illustrating another
example technique 610 in which note management applica-
tion 78 determines an indication of one or more groups based
on loop 612 physically drawn around the plurality of notes
within the workspace as detected within the input image by
mobile device 15.

FIG. 24 is a conceptual diagram illustrating another
example technique 620 in which note management applica-
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tion 78 determines an indication of one or more groups based
on one or more lines 622 physically drawn within the work-
space so as to connect each of the physical notes and to
establish a hierarchical order, as detected within the input
image by mobile device 15. In another example, the one or
more loops 612 and one or more lines 622 may be a Post-It®
Roll and/or Scotch® colored tapes or other material.

In some examples, note management application 78 may
be configured to detect a template of group indicators. For
example, if the user places a printed template on the wall with
a known design, note management application 78 may auto-
matically establish the location of the physical notes relative
to the printed template. In one example, the template may be
a calendar and the notes may represent tasks or events placed
on the calendar. Upon processing an image of the workspace
including the template and plurality of physical notes, note
management application 78 determines the task/event as tak-
ing place on a specific date based on the location of the note
within the template. Templates could either be printed and
adhered to the wall, or simply projected onto the wall surface.

Moreover, although described by way of example to detec-
tion of physical group indicators detected within an input
image, the technique may be applied to detection of one or
more group indicators gestured or otherwise entered by the
user upon interacting with a presence-sensitive display of
mobile device or other device.

In some examples, techniques 600, 610, 620 may include
using multiple detection modules to recognize notes and
extract the content of the plurality of notes, such as a color
detection module, a shape detection module, and a pattern
detection module as described in FIG. 5. In one example of
the color detection module, the technique may include using
color spaces such as the RGB, HSV, CIELAB, etc. to identify
regions of interest corresponding to the notes for color rec-
ognition. In other examples of the shape detection module
and the pattern detection module, the notes are further distin-
guished in their shape and due to the presence of unique
patterns detected by shape recognition (e.g., Hough trans-
form, shape context, etc.) and pattern recognition algorithms
(e.g., Support Vector Machine, cross-correlation, template
matching, etc.) respectively. These algorithms help filter out
unwanted objects in the input image or other sources of notes’
content and leave only those regions of interest corresponding
to the notes.

In some examples, techniques 600, 610, 620 may further
include a computing device, such as cloud server 12, com-
puter system 14, and/or mobile devices 15, 16, which are
configured to gather content and group indications of the
plurality of notes and display the plurality of notes according
to the grouping or order of the notes 604, 614, 624, as shown
in FIGS. 22-24. In another example, a computer system may
be configured to execute any variation of techniques 600, 610,
620. In another example, a non-transitory computer-readable
medium including instructions that cause a programmable
processor to execute may execute any variation of techniques
600, 610, 620.

FIG. 25 is a flowchart illustrating example operations of a
note management application to apply image enhancement to
an input image, in accordance with one or more techniques of
this disclosure. For instance, as discussed above, in some
examples, note enhancement module 89 of note management
application 78 of FIG. 3 may apply the image enhancement
techniques of FIG. 25 to one or more sub-images generated
from an input image of a plurality of notes.

In accordance with one or more techniques of this disclo-
sure, a device, such as mobile device 15 of FIGS. 1 and 2, may
receive an input image (702). In some examples, one or more
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processors may execute an image processing engine (e.g.,
image processing engine 28 of FIG. 3) to receive image data
comprising a visual representation of a scene that includes a
plurality of physical notes that each include respective rec-
ognizable content. For instance, processor 70 of mobile
device 15 may execute image processing engine 82 to receive
image data (e.g., as image data 722 of FIG. 27) comprising a
visual representation of scene that includes a plurality of
physical notes that each include respective recognizable con-
tent (e.g., physical notes 724A-724C of FIG. 27). In some
examples, the image data may be an example of an image of
images 97 of FIG. 3.

As one example, image processing engine 82 may receive
the image data from a camera of mobile device 15, such as
image capture device 18 of FIGS. 1 and 2. For instance, a user
of' mobile device 15, such as user 26, may use image capture
device 18 to take a picture of a plurality of physical notes.

As another example, image communication module 90 of
image processing engine 82 may receive the image data from
one or more external devices, such as another mobile device
(e.g., mobile device 16 of FIG. 2), a cloud server (e.g., cloud
server 12), acomputer system (e.g., computer system 14), and
the like. For instance, a user of another device may take a
picture of a plurality of physical notes and cause the other
device to send the picture to mobile device 15 (e.g., via
e-mail, multimedia message, and the like).

As another example, image processing engine 82 may
receive the image data from a storage device of mobile device
15, such as data storage device 68. For instance, data storage
device 68 may store image data previously captured by image
capture device 18 and/or image data previously received from
one or more external devices.

In any case, image processing engine 82 may identify a
plurality of notes represented by the input image (704). For
instance, note identification module 86 of image processing
engine 82 may recognize note features using a color detection
module, a shape detection module, and a pattern detection
module, and subsequently determine the general boundary of
the note. In some examples, a pattern detection module can
identify each of the plurality of physical notes represented in
the input image using one or more pattern recognition algo-
rithms, such as a support vector machine algorithm, a cross-
correlation algorithm, and a template matching algorithm, for
example. In some examples, note identification module 86
may utilize a shape detection module to identify at least one of
the plurality of notes based on shapes defined by perimeters of
the plurality of notes in the input image. In some examples,
note identification module 86 may identify the plurality of
notes according to color spaces associated with background
colors the plurality of notes. In some examples, note identi-
fication module 86 may utilize a pattern detection module to
identify at least one of the plurality of notes. In some
examples, the pattern detection module may include pattern
recognition algorithms, such as a support vector machine
algorithm; a cross-correlation algorithm; and/or a template
matching algorithm. In some examples, the plurality of notes
in the input image may include one or more of a 7.62x7.62
centimeter (cm) (3.0x3.0 inch) note, a 66.04x99.06 cm
(26.0x39.0 inch) poster, a triangular metal sign, a sticker, and
a22.59x27.94 cm (8.5x11 inch) sheet of paper.

Digital note generation module 88 may generate, based on
the identified plurality of notes, a plurality of digital notes that
each respectively correspond to a particular physical note of
the plurality of physical notes (706). For instance, digital note
generation module 88 may extract respective content of the
plurality of identified notes to create a plurality of sub-im-
ages. As illustrated in the example of FIG. 27, digital note
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generation module 88 may extract content from physical note
724C to create sub-image 726.

Note enhancement module 89 may enhance each of the
plurality of digital notes (708). In some aspects, note
enhancement module 89 may enhance one or more of the
digital notes by correcting shadows, lighting, rotation, and
scaling of notes in the respective input image. In some
examples, while the physical note to which a particular sub-
image corresponds may have a uniform background color, the
background of the particular sub-image may not be a uniform
color (e.g., due to lighting conditions when the image data
was captured, quantization errors, etc. . . . ). As such, in some
examples, note enhancement module 89 may enhance the
particular sub-image by setting each pixel corresponding to
the background of the particular sub-image to a uniform color
(e.g., pixel value). In some examples, note enhancement mod-
ule 89 may set the background of the particular sub-image to
auniform color in accordance with the techniques of FIG. 26.
In some examples, note enhancement module 89 may
enhance one or more of the digital notes by correcting one or
more of shadows, lighting, rotation, and/or scaling of notes in
the input image.

In some examples, note management application 78 may
enable a user to modify and/or edit the digital note. For
instance, note editor 96 of user interface 98 may enable a user
of mobile device 15 to edit the digital note in accordance with
the techniques of FIG. 28.

FIG. 26 is a flowchart illustrating example operations of a
note management application to set the background of a sub-
image to a uniform color, in accordance with one or more
techniques of this disclosure. FIG. 26 is described for pur-
poses of example with respect to FIG. 27. FIG. 27 is a con-
ceptual diagram illustrating example operations of a note
management application to set the background of a sub-im-
age to a uniform color, in accordance with one or more tech-
niques of this disclosure.

As discussed above, in some examples, note enhancement
module 89 of note management application 78 may apply the
image enhancement techniques of FIG. 25 to set the back-
ground of a sub-image to a uniform color.

As discussed above, digital note generation module 88 may
identify a plurality of physical notes from image data that
includes a visual representation of a scene that includes the
plurality of physical notes, where each physical note includes
respective recognizable content, and extract a sub-image that
corresponds to a particular physical note from the image data.
In some examples, the extracted sub-image may be consid-
ered to be a digital note. Digital note generation module 88
may store the plurality of digital notes to a digital data storage
device, such as data storage 68 of FIG. 3, e.g., for retrieval by
a user. In accordance with one or more techniques of this
disclosure, note enhancement module 89 may identify a fore-
ground region of the digital note (712). For instance, note
enhancement module 89 may identify the foreground region
as the region that includes content that corresponds to the
respective recognizable content of the physical note to which
the digital note corresponds. As illustrated in the example of
FIG. 27, note enhancement module 89 may identify fore-
ground region 728.

Note enhancement module 89 may identify a background
region of the digital note (714). For instance, in some
examples, note enhancement module 89 may identify the
background region as the parts of the digital note that are not
included in the foreground region. As illustrated in the
example of FIG. 27, note enhancement module 89 may iden-
tify background region 730. In some examples, note enhance-
ment module 89 may first identify background region 730,
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and then identify foreground region 728 based on the identi-
fied background region 730. In other examples, note enhance-
ment module 89 may first identify foreground region 728, and
then identify background region 730 based on the identified
foreground region 728. In some examples, note enhancement
module 89 may identify the foreground region and/or the
background region of the particular digital note in accordance
with the techniques of FIG. 31.

In any case, note enhancement module 89 may determine a
uniform background color for the digital note (716). For
instance, in some examples note enhancement module 89
may select a pixel value for the uniform background color as
an average or median color value of pixels included in the
background region of the digital note.

Note enhancement module 89 may set pixels included in
the background region of the digital note to the determined
uniform background color (718). As one example, note
enhancement module 89 may replace pixel values of the
pixels included in the background region of the digital note
with a pixel value corresponding to the determined uniform
background color. As another example, note enhancement
module 89 may store to a data structure a bitmap mask that
identifies the background region along with an indication of
the determined uniform background color, such that the digi-
tal note may be rendered with the uniform background color
without overwriting the original data. By setting the back-
ground of a digital note to a uniform color, note enhancement
module 89 may improve the visual quality of the digital note
when the digital note is rendered for display. For instance, the
visual quality of enhanced digital note 732 may be greater
than digital note 726. In this way, note enhancement module
89 may improve the quality of the extracted content or sub-
images.

FIG. 28 is a flowchart illustrating example operations of a
device to enable editing of digital notes that correspond to
physical notes, in accordance with one or more techniques of
this disclosure. FIG. 28 is described for purposes of example
with respect to FIGS. 29A and 29B. FIGS. 29A and 29B are
conceptual diagrams illustrating example operations of a
device to enable editing of digital notes that correspond to
physical notes, in accordance with one or more techniques of
this disclosure. For instance, a device that implements the
techniques of FIG. 28 may enable a user, such as user 26, to
edit or modify digital notes that correspond to physical notes.
Some example edits or modification include, but are not lim-
ited to, adding/deleting typed text, adding/deleting hand-
drawn text, adding/deleting drawings, modifying foreground
colors, and moditying background colors.

Mobile device 15 may receive a digital note of a plurality of
digital notes generated based on image data comprising a
visual representation of a scene that includes a plurality of
physical notes such that each of the plurality of digital notes
respectively corresponds to a particular physical note of the
plurality of physical notes, which each include respective
recognizable content. For instance, as illustrated in FIG. 29A,
mobile device 15 may receive digital note 746 which corre-
sponds to a physical note with recognizable content (i.e., a
hand-written to-do list of “Buy milk” and “Wash laundry™).

In accordance with one or more techniques of this disclo-
sure, a device, such as mobile device 15, may output a digital
note for display (740). For instance, the device may output an
enhanced digital note generated in accordance with the tech-
niques of FIG. 25 and/or FIG. 26. As illustrated in the
example of FIG. 29 A, note editor 96 of mobile device 15 may
output graphical user interface (GUI) 748A that includes
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digital note 746 which, as discussed above, corresponds to a
physical note with recognizable content “Buy milk” and
“Wash laundry.”

Note editor 96 may receive user input to edit the digital note
(742). As one example, note editor 96 may receive an indica-
tion that a user of the device performed a gesture to “draw™ a
line on the digital note with a virtual pen. In some examples,
the digital notes may be modified using free form writing or
drawing by touching a dragging a finger on a touch screen,
such as a touch screen of mobile device 15. Alternatively, the
user can perform the user input on a desktop or laptop using
a mouse pointer (clicking and dragging). Note editor 96 may
store data indicative of gestures created by free form writing
or drawing in memory, and display an image representing the
data indicative of gestures as layers overlaid on the digital
note. For example, as illustrated in FIGS. 29A and 29B, note
editor 96 may store data indicative of one or more gestures
(e.g., strokes) created by free from writing or drawing as
objects, such as shape layer objects 759A-759C. In some
examples, note editor 96 may store the objects as JavaScript
Object Notation (JSON) data objects, Extensible Markup
Language (XML) objects, or other data objects. Since the
strokes created by free form writing or drawing can be stored
in memory, erasing or undoing the strokes is also possible. In
some examples, note editor 96 may invoke note enhancement
module 89 to perform one or more operations related to note
editing. For instance, note editor 96 may invoke image
enhancement module 89 to store the data indicative of the
gestures.

As another example, note editor 96 may receive an indica-
tion that the user of the device has selected an updated back-
ground color. In some examples, as the background pixels can
betracked over time, note editor 96 may invoke note enhance-
ment module 89 to replace the tracked background pixels
with the new color (i.e., after other edits have been made to the
digital note, such as edits that may cause a background pixel
to become a foreground pixel). One or all of these function-
alities can be provided in the form of buttons, such as touch
enabled buttons included in the GUI. For instance, as illus-
trated in FIGS. 29A and 29B, each of GUIs 748B-748F may
include text entry tool 750, digital pen tool 752, background
color tool 754, undo button 756, and color selection area 758.

In any case, responsive to receiving the user input, note
editor 96 may output, for display, an updated version of the
digital note based on the user input (744). As illustrated in the
example of FIG. 29A, responsive to receiving an indication
that the user of mobile device 15 performed a gesture to draw
a line on the digital note with a virtual green pen (i.e., that the
user selected digital pen tool 752, selected green selected
from color selection area 758, and performed a gesture in the
shape of a checkmark), note editor 96 may output GUI 748B
that includes a green line in the shape of a checkmark. As
discussed above, the stroke corresponding to the green line
may be stored as a data object in a data structure, such as
shape layer object 759A. In this way, note editor 96 may
enable a user to edit a digital note that corresponds to a
physical note. As shown in the example of FIGS. 29A and
29B, techniques of this disclosure enable a user to write a
to-do list on a physical note, take a photo of the physical note
to create a digital note corresponding to the physical note, and
digitally check off items from the to-do list originally written
on the physical note.

In some examples, note editing module 89 may determine
a mask that indicates which pixels of digital note 746 are
background pixels and which pixels of digital note 746 are
foreground pixels. In some examples, the mask may be a
bitmap with a binary value for each pixel of digital note 746
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where a first binary value indicates that a particular pixel is a
foreground pixel and a second binary value indicates that the
particular pixel is a background pixel.

In some examples, when invoked by note editor 96 to edit
the digital note, digital note editing module 89 may update the
mask that indicates which pixels of the digital note are fore-
ground/background pixels based on the user input. For
instance, before the user input that corresponds to the green
line, the mask may indicate that the pixels corresponding to
the green line are background pixels. After receiving the user
input that corresponds to the green line, digital note editing
module 89 may update the mask such that the pixels corre-
sponding to the green line are indicated as foreground pixels.

In some examples, note editor 96 may continue to receive
additional user input (742) and continue to output, for display,
updated versions of the digital note based on the additional
user input (744). As illustrated in the example of FIG. 29A,
responsive to receiving an indication that the user of mobile
device 15 performed a gesture to draw a line on the digital
note with a virtual red pen (i.e., that the user selected digital
pen tool 752, selected red from color selection area 758, and
performed a gesture in the shape of a line crossing out the
“Wash laundry” to-do item), note editor 96 may output GUI
748C that includes a red line crossing out the “Wash laundry”
to-do item. As discussed above, note editor 96 may store, or
may invoke note enhancement module 89 to store, the stroke
corresponding to the red line as an object, such as shape layer
object 759B, which may be rendered into GUI 748C along
with shape layer object 759 A and digital note 746. In this way,
the device may store the editing information separately from
the digital note.

In some examples, digital note editing module 89 may
receive user input to edit the digital note by the user typing
content onto the digital note. For instance, the user may select
text entry tool 750, which may cause the device to display a
virtual keyboard via which the user may enter the word
“Vacuum.” As illustrated in the example of FIG. 29B, respon-
sive to receiving an indication that the user of mobile device
15 typed in the word “Vacuum” on the digital note with a
keyboard (e.g., a virtual keyboard or physical keyboard), note
editor 96 may output GUI 748D that includes text spelling out
the word “Vacuum.” In some examples, note editor 96 may
provide an interface by which the user can select character-
istics of the text to be typed (e.g., font, color), or may modify
the characteristics of the text after typing. As discussed above,
note editor 96 may store, or may invoke note enhancement
module 89 to store, the text as an object, such as shape layer
object 759C, which may be rendered into GUI 748D along
with shape layer objects 759A-759B, and digital note 746.

In some examples, the user may desire to “undo” one or
more of the edits made. For instance, in the example of FIG.
29B, the user may desire to undo inserting the word
“Vacuum.” As such, the user may select undo button 756 to
undo the previously made edit. As illustrated in the example
of FIG. 29B, responsive to receiving an indication that the
user of mobile device 15 performed a gesture to select undo
button 756, note editor 96 may output GUI 748E that does not
include the text spelling out the word “Vacuum.” As the text
may be stored as a separate object, such as shape layer object
759C, the device may simply render GUI 748E without shape
layer object 759C.

In some examples, the user may desire to edit the digital
note by changing the background color of the digital note. For
instance, the user may select background color tool 754 and
selectanew background color from a selection of background
color options displayed in background color selection area
760. As illustrated in the example of FIG. 29B, responsive to
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receiving an indication that the user of mobile device 15 has
selected an updated background color, note editor 96 may
update the background color of the digital note and output
GUI 748F that includes the digital note with the updated
background color. For instance, note editor 96 may invoke
note enhancement module 89 to update the background color
of'the digital note. In some examples, the updated background
color may be selected from a group of colors that corresponds
to colors in which the physical notes are actually available. In
some examples, the updated background color may be
selected from a group of colors consisting of background
colors of the plurality of digital notes generated based on a
single scene (e.g., a scene that includes a plurality of physical
notes, one of which corresponds to the digital note currently
being edited). In this way, in examples where the notes are
grouped by background color, the user may move digital
notes between groups with maintaining the uniformity of
background colors within each group.

In some examples, the updated background color selected
by the user may not be visually compatible with the color of
one or more foreground objects (e.g., original content “Buy
milk”, “Wash laundry”; and modified content such as the
green check mark nextto “Buy milk”, the red line crossing out
“Wash laundry”, and the black text “Vacuum”). For instance,
the updated background color may make one or more of the
foreground objects harder to read. For example, the updated
background color may decrease the contrast ratio between a
particular foreground object and the background of the digital
note. In accordance with one or more techniques of this
disclosure, note editor 96 may automatically modify, or
invoke note enhancement module 89 to automatically modify,
the color of one or more foreground objects based on the
updated background color. In this way, note editor 96 may
enable editing of the background color of the digital note
without sacrificing the readability of the one or more fore-
ground objects. Example details of how note editor 96 may
modify the color of the one or more foreground objects are
discussed below with reference to FIG. 30.

In some examples, as opposed to overwriting the image
data of the digital note with the edits, the device may store
information corresponding to each edit as a separate data
object which may be used to render the digital note. For
instance, as illustrated in the example of F1G. 29 A, note editor
96 may store information corresponding to the green line in
the shape of a checkmark as “shapelayer Object [0]” 759A.
Similarly, note editor 96 may store information correspond-
ing to the red line crossing out “Wash laundry” as “shapel.-
ayer Object [1]” 759B, and information corresponding to the
text “Vacuum” as “shapelayer Object [2]” 759C. In some
examples, shape layer objects 759 A-759C may be stored in a
container along with digital note 746. For instance, note edi-
tor 96 may store shape layer object 759A as a set of coordi-
nates that correspond to the location and shape of the line (i.e.,
the check mark), and an indication that the line is green.
Similarly, note editor 96 may store digital note 746 by storing
the original image data (i.e., the photograph of the physical
note to which digital note 746 corresponds) along with the
foreground/background mask, and an indication of a uniform
background color (as discussed above with reference to
FIGS. 26 and 27).

As such, note editor 96 may enable the user to undo an edit
without modifying the underlying image data of the digital
note. In some examples, the rendering order may be first-in-
first-out, meaning that earlier created objects are rendered
“under” later created objects.

FIG. 30 is a conceptual diagram illustrating example modi-
fication to a color of a foreground object based on an updated
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background color, in accordance with one or more techniques
of this disclosure. As illustrated in FIG. 30, a device, such as
mobile device 15 of FIGS. 1 and 2, may receive original
digital note 766. As shown in FIG. 30, original digital note
766 may include foreground object 767 including the words
“Electric blue” written in a dark blue on a non-uniform blue
background color. As discussed above, the device may per-
form one or more operations to enhance original digital note
766 to generate enhanced digital note 768. For instance, digi-
tal note editing module 89 of FIG. 3 may enhance original
digital note 766 in accordance with the techniques of FIGS.
25-27. As shown in FIG. 30, enhanced digital note 768 may
include foreground object 767 (i.e., “Electric blue”) written in
a dark blue on a uniform blue background color.

Note editor 96 may, responsive to receiving user input that
indicates an updated background color, set a background
color of enhanced digital note 768 to the updated background
color. For instance, note editor 96 may invoke note enhance-
ment module 89 to set the background color of enhanced
digital note 768 to the updated background color. As one
example, where the updated background color is purple, note
editor 96 may generate colored digital note 770A by setting
the background color of enhanced digital note 768 to purple.
As another example, where the updated background color is
lime green, note editor 96 may generate colored digital note
770B by setting the background color of enhanced digital
note 768 to lime green. As another example, where the
updated background color is orange, note editor 96 may gen-
erate colored digital note 770C by setting the background
color of enhanced digital note 768 to orange. As another
example, where the updated background color is yellow, note
editor 96 may generate colored digital note 770D by setting
the background color of enhanced digital note 768 to yellow.
However, as discussed above, in some examples, the updated
background color may not be visually compatible with the
color of foreground object 767 (i.e., “Electric blue” written in
a dark blue).

In accordance with one or more techniques of this disclo-
sure, the device may automatically modity the color of one or
more foreground objects based on the updated background
color. For instance, note editor 96 may select an updated
foreground color as a function of the updated background
color, and set a color of one or more foreground objects to the
updated foreground color. In some examples, note editor 96
may select the updated foreground color such that a contrast
ratio between the updated foreground color and the updated
background color is greater than a contrast ratio between a
current foreground color and the updated background color.

In some examples, note editor 96 may select the updated
foreground color based on a current foreground color and the
updated background color. In some examples, note editor 96
may update the color of one or more foreground objects on a
pixel-by-pixel level, e.g., may modify pixel values of each
respective pixel of the foreground objects based on pixel
values of the corresponding respective pixels of the fore-
ground colors, and based on the value of the background
color. For instance, the color of some pixels of foreground
objects may be influenced by the previous background color.
By updating the color of the pixels of the foreground objects
on a pixel-by-pixel level and based on the updates and previ-
ous background colors, note editor 96 may improve the visual
appearance of the digital note.

As one example, note editor 96 may select the updated
foreground color in accordance with equations 1-15 below,
where L, is the current L value of the i pixel of a foreground
object, a, is the current a value of the i” pixel of the foreground
object, b, is the current b value of the i pixel of the fore-
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ground object, Lnew, is the updated L value of the i pixel of
the foreground object, anew, is the updated a value of the i”
pixel of the foreground object, bnew, is the updated b value of
the i? pixel of the foreground object.

M

ncy, ncg, ncy = old note backround color L*, a*, b*

rep, ¥eg, rep = updated backround color L*, a*, b* (2)
L; = I* of the 7 pixel (3

a; = a* of the  pixel (C)]

b; = b* of the i pixel 5

Aa =g; - nc,l ©®

Ab =|b; — nep| €]

absdist = \| (Aa)? + (Ab)? ®

bsdist 9

blendfactor = 4 gozs ®

diffy, = ney, —reg, 10

diff, = ne, —re, (11

diffy, = ne, —rey (12)

Lnew; = L; — diffy - blendfactor (13)

anew; = a; — diff, - blendfactor (14)

bnew; = b; — diff, - blendfactor (15)

In this example, note editor 96 can compute an updated
value (Lnew,, anew,, bnew,) of the i pixel of the foreground
object as a function of the old value (L*, a*, b*) of the i pixel
of the foreground object, the old note background color (L*,
a*, b*), and the updated background color (L*, a*, b*). The
constant “60” in the denominator of equation (9) is one
example value, and other values can be chosen for the
denominator. The constant value of equation (9) can be cho-
sen to select a value that gives good visual results. For
instance, using a lower value for the constant of equation (9)
may cause the updated values for the pixel to retain more of
the old note background color. Similarly, using a higher value
for the constant of equation (9) may cause the updated values
for the pixel to retain less of the old note background color.
diff,, diff,, and diff, may be thought of as representing a
vector direction in which the new color is going. The updated
value (Lnew,, anew,, bnew,) reflects how the foreground color
values are moved along this vector translation.

In some examples, note editor 96 may identify a fore-
ground region of the digital note and a background region of
the digital note, e.g., in order to modify the colors of the
foreground region and the background region. As discussed
above, in some examples, note editor 96 invoke note enhance-
ment module 89 to identify the foreground region and/or the
background region of a digital note in accordance with the
techniques of FIG. 31.

In some examples, once the background region is identi-
fied, note editor 96 may enable editing functionality. For
instance, note editor 96 may enable editing functionality on
digital notes that correspond to physical notes as it will be
possible to determine what the true background pixels are and
the changes (i.e., edits) can be monitored as new foreground
pixels. FIG. 30 illustrates examples of changing the note color
of images of physical notes. As illustrated in FIG. 30 note
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editor 96 may re-color foreground pixels of colored digital
notes 770A-770D, e.g., to have a mix of old background color
and new background color. Alternatively, note editor 96 may
select the updated foreground color to be a color that is a
complementary color to the updated background color based
on RGB or LAB color wheel. This selection may increase the
contrast.

As one example, note editor 96 may generate improved
digital note 772A by modifying the color of the foreground
object 767 (i.e., “Electric blue”) based on the updated back-
ground color of purple to generate modified foreground
object 771A having a first modified color. As another
example, note editor 96 may generate improved digital note
772B by modifying the color of the foreground object 767
(i.e., “Electric blue”) based on the updated background color
of green to generate modified foreground object 771B having
a second modified color. As another example, note editor 96
may generate improved digital note 772C by modifying the
color of the foreground object 767 (i.e., “Electric blue”) based
on the updated background color of orange to generate modi-
fied foreground object 771C having a third modified color. As
another example, note editor 96 may generate improved digi-
tal note 772D by modifying the color of the foreground object
767 (i.e., “Electric blue”) based on the updated background
color of yellow to generate modified foreground object 771D
having a fourth modified color. In this way, as shown by FIG.
30, foreground objects 771A-771D (i.e., “Electric blue”) are
easier to read on improved digital notes 772A-772D than on
colored digital notes 770A-770D, respectively. In some
examples, noted editor 96 may select the first, second, third,
and/or fourth modified colors based on the respective selected
background color in accordance with equations (1)-(15),
above. Although shown for purposes of example with the
foreground objects having a uniform color throughout the
object, in some examples pixel values of individual pixels of
the foreground objects are modified based on the new selected
background color and the original pixel value of the respec-
tive pixel.

FIG. 31 is a flowchart illustrating example operations of a
device to identify foreground regions of digital notes that
correspond to physical notes, in accordance with one or more
techniques of this disclosure. For instance, a device that
implements the techniques of FIG. 31 may be able to separate
foreground handwritten or hand-drawn text or drawings from
note images, use color segmentation algorithms to identify
contiguous segments of color different from a background
color, and agglomerate the identified segments to form the
foreground.

In accordance with one or more techniques of this disclo-
sure, a device, such as mobile device 15 of FIGS. 1 and 2, may
receive a digital note that corresponds to a physical note of a
plurality of physical notes (778). For instance, note enhance-
ment module 89 of FIG. 3 may receive a digital note of a
plurality of digital notes generated in accordance with the
techniques of FIG. 25 and/or F1G. 37 (e.g., digital note editing
module 89 may receive the digital note from data storage 68).
In some examples, the digital note may be a bitmap image that
corresponds to a particular physical note of the plurality of
physical notes. In some examples, note enhancement module
89 may assume that the digital note has a primary note color
(i.e., a background color) and one or more secondary colors
used in writings and drawings on the note (i.e., foreground
colors). Using this assumption, the device may apply a graph-
based color segmentation algorithm (780). In some examples,
the device may apply the graph-based color segmentation
algorithm described in “Efficient Graph-Based Image Seg-
mentation,” Felzenszwalb and Huttenlocher, International
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Journal of Computer Vision, Volume 59, Number 2, Septem-
ber 2004 available at http://www.cs.cornell.edu/~dph/papers/
seg-ijcv.pdf, the entirety of which is hereby incorporated by
reference. In some examples, the color segmentation algo-
rithm may generate multiple contiguous segments based on
color and proximity of pixels. It is possible to get multiple
segments on the same foreground or background color
because of color changes induced by shadow, lighting
changes, etc. In some examples, note enhancement module
89 may fuse these segments together based on a size thresh-
old.

The device may identify the foreground regions of the
digital note (782). For instance, note enhancement module 89
may perform a logical OR operation to all of the individual
foreground segments to generate a foreground mask. Some
example resulting masks are shown in FIGS. 32A-32B. For
instance, as illustrated in FIG. 32A, note enhancement mod-
ule 89 may generate foreground mask 786 based on digital
note 788. Such a foreground mask can be used to separate the
writing/drawing from the background color. This can enable
variable enhancement options for foreground and back-
ground, e.g., for visually pleasing notes. Additionally, as dis-
cussed above, note enhancement module 89 may digitally
change the background color of the note after a physical note
was captured.

FIG. 33 is a conceptual diagram illustrating example
operations of a device to identify foreground regions of digi-
tal notes that correspond to physical notes, in accordance with
one or more techniques of this disclosure. For instance, a
device that implements the techniques of FIG. 31 may gen-
erate a mask that indicates which pixels of a digital note are
included in the foreground region and which pixels of the
digital note are included in the background region.

In accordance with one or more techniques of this disclo-
sure, a device, such as mobile device 15 of FIGS. 1 and 2, may
implement a hierarchical adaptive thresholding algorithm to
extract binary masks of images of notes to separate the fore-
ground from the background while providing low false posi-
tives (artifacts). This algorithm can also be generalized to
other images where there is a foreground present in noisy but
uniform background.

In some examples, the device may use dynamic scale selec-
tion. For instance, as opposed to pre-computing the adaptive
threshold masks in all scales, the device may compute the
scales specifically for each connected component dynami-
cally as necessary. In addition, in some examples, the device
may integrate hypotheses for shadow in the background pixel
relabeling steps (i.e., steps 826-830 of FIG. 34).

Various approaches may be used for enhancing images to
improve their aesthetics and to remove undesirable effects
such as shadows, noise, etc. . . . Among these, binarization is
an approach for creating layers of foreground and back-
ground in images to obtain high levels of contrast. Usually
binarization is performed to extract an object of interest and
provide it more contrast with respect to its background. Such
binarization can be thought of as direct foreground detection
agnostic to its visual characteristics as long as the background
exhibits uniformity in color. In some examples, binarization
may be used to extract ventricular regions from cineangio-
grams (e.g., Chow, C. K., and T. Kaneko, “Automatic bound-
ary detection of the left ventricle from cineangiograms,”
Computers and biomedical research 5.4 (1972): 388-410).
For instance, local windows across the image may be used to
compute intensity histograms and compute thresholds
dynamically. Pixels beyond these computed thresholds may
be binarized as foreground. Simpler alternatives may be
derived which replace computing full intensity histograms
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with computing approximate measures such as the mean,
median, or average of the maximum and minimum values in
the window. Such methods have also been used for document
binarization (see, e.g., Sauvola, Jaakko, and Matti Pieti-
kéinen. “Adaptive document image binarization.” Pattern
Recognition 33.2 (2000): 225-236), the entirety of which is
hereby incorporated by reference. Integral image based com-
puting methods may improve efficiency of the thresholding
process (see, e.g., Shafait, Faisal, Daniel Keysers, and Tho-
mas M. Breuel. “Efficient implementation of local adaptive
thresholding techniques using integral images.” DRR 6815
(2008): 681510). An extensive survey comparing image
thresholding techniques is provided in Sezgin M, Sankur B;
“Survey over image thresholding techniques and quantitative
performance evaluation”. J. Electron. Imaging. 0001; 13(1):
146-168, the entirety of which is hereby incorporated by
reference.

In accordance with one or more techniques of this disclo-
sure, note enhancement module 89 may use a hierarchical
adaptive thresholding approach to enhance images of notes
(e.g., digital notes that correspond to physical notes). In some
examples, digital notes may have a uniform background color
along with foreground content created often using different
types of writing instruments. As such, digital notes may com-
ply with the requirements for achieving good binarization
results. However, direct application of adaptive thresholding
for binarizing the digital note into foreground and back-
ground may not often produce desirable results. For example,
as illustrated in FIG. 33, digital note 804 may be an example
result of obtaining a binarization using adaptive thresholding
of original digital note 802. In the example of FIG. 33, the
device may use a window size of 21x21 pixels for adaptive
thresholding an image size of 500x500 pixels (i.e., original
digital note 802 is 500 pixels wide by 500 pixels tall). For
other image sizes, the window size may be scaled accord-
ingly. In some examples, the window size may be linearly
scaled. In some examples, the window size may be non-
linearly scaled.

This particular window size (i.e., 21x21 for an image size
0t 500x500 pixels) may result in very clean backgrounds with
low false positives (background wrongly predicted as fore-
ground). However, the particular window size may result in
high false negatives (foreground wrongly predicted as back-
ground). In some examples, the device may decrease the
number of high false negatives by increasing the window size
for the adaptive thresholding process. For instance, digital
note 806 may be an example result of obtaining a binarization
using adaptive thresholding of original digital note 802 using
a larger window size than the window size used to generate
digital note 804.

As shown in digital note 806, the foreground objects are
fully extracted. However, digital note 806 also includes mul-
tiple artifacts that are inaccurately extracted as foreground. In
this process, a device may perform a contrast stretch opera-
tion with the determination of the foreground and back-
ground. The background may have increased brightness (V in
the HSV color space) and the foreground may have decreased
brightness. This operation may make the artifacts look worse.
In order to remedy this, the device may perform a hierarchical
search on multiple scales of adaptive thresholding. For
instance, the device may perform a hierarchical search on
multiple scales of adaptive thresholding in accordance with
the techniques of FIG. 34.

FIG. 34 is a flowchart illustrating example operations of a
device to identify foreground regions of digital notes that
correspond to physical notes, in accordance with one or more
techniques of this disclosure. As illustrated in FIG. 34, the
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device may perform a hierarchical search on multiple scales
of adaptive thresholding in accordance with the following
steps:

Step 1: The device may produce the adaptive threshold
masks across various scales starting from native scale s and in
octaves: s/2, s/4, s/8 etc. (810).

Step 2: The device may use the native scale s as the seed of
the hierarchical search (812). In some examples, foreground
objects missed in the native scale cannot be retrieved in lower
scales. However, for solid foreground objects, the contour
obtained in native scale can be used as a seed for searching in
lower scales in some examples. In this step, the device may
perform a connected components extraction on the mask
obtained at native scale (814):

Step 3: For each connected component, the device may
extract the bounding box (816).

Step 4: The device may sample background pixels sur-
rounding the bounding box (818). In some examples, the
device may use 10% of the bounding box width/height to
define a local background neighborhood that defines which
pixels are sampled in step 818. In some examples, the device
may only use pixels identified in the original mask as back-
ground pixels (i.e., pixels in the original mask that correspond
to 0) as these are the background pixels.

Step 5: The device may compute the average local back-
ground color (i.e., using the sampling from Step 4 (820). In
some examples, the pixels are represented by the LAB color
space and the device may only use the a and b components to
compute the average local background color. In some
examples, the pixels are represented by an alternate chroma
color space.

Step 6: The device may compute the average of the fore-
ground pixels in the current connected component (822)

Step 7: The device may take each background pixel in the
current connected component and compare the a and b values
to the background average computed in Step 5 and the fore-
ground average computed in step 6 (824). Ifthe value is closer
to the foreground value than background value (826) and the
pixel is a foreground pixel in the mask at scale s_current/2,
(where s_current is the current scale) (828) then assign the
current pixel to the foreground (830).

Step 8: The device may determine the amount of change in
the mask of each connected component. If the amount of
change is greater than a certain threshold (e.g. 70%) (832), the
device may repeat Steps 3 to 7 at lower scales until the change
is less than the threshold (834) (836).

This process results in a hierarchically modified mask. One
example of the change in the mask across different scales, for
digital note 802 of FIG. 33, is illustrated in FIG. 35. As
illustrated by FIG. 35, mask 840 may represent a mask for
digital note 802 at a first scale (which may be the native scale),
mask 842 may represent a mask for digital note 802 at a
second scale, mask 844 may represent a mask for digital note
802 at a third scale, and mask 846 may represent a mask for
digital note 802 at a fourth scale.

FIG. 36 illustrates a plurality of digital notes processed in
accordance with one or more techniques ofthis disclosure. As
illustrated in FIG. 36, digital notes 850A and 850B (collec-
tively, “digital notes 850”) may be processed into enhanced
digital notes 852 A and 852B (collectively, “enhanced digital
notes 852”). For instance, a device may identify foreground
regions in each of digital notes 850, and set pixels not
included in the foreground regions (i.e., pixels included in
background regions) to a uniform background pixel color. In
some examples, the device may identify the foreground
regions in accordance with the techniques of FIGS. 31-35. In
some examples, the device may set the pixels not included in
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the identified foreground regions to a uniform background
color in accordance with the techniques of FIGS. 25-27. As
shown in FIG. 36, when performing the processing, the
device may stretch the contrast between the foreground and
background pixels by making the background brighter and
the foreground darker.

FIG. 37 is a flowchart illustrating example operations of a
device to generate a plurality of digital notes that each respec-
tively correspond to a particular physical note of a plurality of
physical notes represented by an input image, in accordance
with one or more techniques of this disclosure.

In accordance with one or more techniques of this disclo-
sure, a device, such as mobile device 15 of FIGS. 1 and 2, may
receive an input image (902). In some examples, one or more
processors of the device may execute an image processing
engine (e.g., image processing engine 28 of FIG. 3) to receive
image data comprising a visual representation of a scene that
includes a plurality of physical notes that each include respec-
tive recognizable content. For instance, processor 70 of
mobile device 15 may execute image processing engine 82 to
receive image data (e.g., as image data 918 of FIG. 38) com-
prising a visual representation of scene that includes a plural-
ity of physical notes that each include respective recognizable
content (e.g., notes 920A-920C of FIG. 38). In some
examples, image data 918 may be an example of an image of
images 97 of FIG. 3. In some examples, operation 902 may be
an example of operation 702 of FIG. 25.

In any case, the device may perform pixel wise color clas-
sification (904). For instance, the device may execute one or
more color classification algorithms (e.g., based on Linear/
Non-Linear Discriminant Analysis) to detect and distinguish
different colored regions in the input image.

The device may perform morphological processing (906)
and extract connected components (908). For instance, the
device may perform morphological processing to remove
regions that do not conform to one or more constraints (e.g.,
shapes, ratios, sizes, etc.). As one example, the device may
remove regions that are non-rectangular.

In some examples, each of the physical notes represented
by the input image may have a plurality of differently colored
regions. For instance, as illustrated in FIG. 38, each of notes
920A-920C may include a first colored region 922A-922C
(collectively, “first colored regions 922 or yellow regions),
respectively, and a second colored region 924A-924C (col-
lectively, “second colored regions 924 or blue regions),
respectively. In some examples, the input image may include
one or more regions that are not associated with any of the
notes. For instance, as illustrated in FIG. 38, input image 918
may include region 926 which is not associated with any of
notes 920. However, as illustrated in FIG. 38, region 926 may
be similar to a region of second colored regions 924.

In accordance with one or more techniques of this disclo-
sure, the device may exploit the fact that the notes include a
plurality of differently colored regions to improve the accu-
racy at which the notes may be identified/recognized. For
instance, the device may perform color pair matching (to,
e.g., pair the regions) (910). As one example, the device may
execute a Hungarian Algorithm to perform the color pair
matching based on the assumption that each note includes a
single first colored region and a single second colored region.
For instance, when executing the Hungarian Algorithm, the
device may verify if the distance between a first colored
region (e.g., first colored regions 922 of FIG. 38) and a second
colored region (e.g., second colored regions 924 of FIG. 38)
is the shortest among all possible distances between that
first/second colored region with other first/second colored
regions. In some examples, if the distances are shortest mutu-
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ally, the device may consider the regions to be a pair. Also, the
device may not assign outliers, such as region 926 of FIG. 38,
to any pair. This may be a natural consequence of the Hun-
garian Algorithm. The device may pair the first colored region
closest to the outlier (i.e., first colored region 922C) with the
outlier (e.g., outlier 926) because there exists another second
colored region which is closer to the first colored region.

If'the device achieves color pairing, the device may extract
digital notes from the input image (912). For instance, the
device may extract a digital note for each pair of regions. As
illustrated in F1G. 38, the device may extract a digital note for
each note of notes 920.

In some examples, the device may perform rotation and/or
inversion adjustment on the extracted digital notes (914). In
some examples, the device may determine an orientation of
the note based on a line that joins features (e.g., centroids) of
a pair of regions. For instance, the device may determine an
angle formed by the line and a Y-axis of the digital note, and
rotate the digital note based on the determined angle to com-
pensate. As illustrated in the example of FIG. 39, the device
may determine line 936 that joins centroid 930 of first colored
region 922B with centroid 932 of second colored region 924B
of'note 920B. The device may determine angle o 934 formed
by line 936 and Y-axis 938. Based on angle . 934, the device
may rotate digital note 920B. For instance, ifangle & 934 is 20
degrees, the device may rotate digital note 920B counter-
clockwise 20 degrees.

FIGS. 40A and 40B illustrate additional examples of note
extraction. As illustrated by FIG. 40A, a device may extract
digital notes 944A-944E (collectively, “digital notes 944”)
from input image 942. As illustrated by digital notes 944, the
device may perform rotation and/or inversion adjustment to
compensate for the orientation of the physical notes as rep-
resented in input image 942. Similarly, as illustrated by FIG.
40B, a device may extract digital notes 950A-950F (collec-
tively, “digital notes 950”) from input image 948. As illus-
trated by digital notes 950, the device may perform rotation
and/or inversion adjustment to compensate for the orientation
of the physical notes as represented in input image 942.

The following numbered examples may illustrate one or
more aspects of the disclosure:

EXAMPLE 1

A method comprising: receiving, by one or more proces-
sors of a device, a digital note of a plurality of digital notes
generated based on image data comprising a visual represen-
tation of a scene that includes a plurality of physical notes
such that each of the plurality of digital notes respectively
corresponds to a particular physical note of the plurality of
physical notes, wherein each of the physical notes includes
respective recognizable content; receiving, by the one or
more processors, user input indicating a modification to one
or more visual characteristics of the digital note; editing, by
the one or more processors and in response to the user input,
the one or more visual characteristics of the digital note; and
outputting, by the one or more processors and for display, a
modified version of the digital note that includes the one or
more visual characteristics.

EXAMPLE 2

The method of example 1, wherein: receiving the user input
comprises receiving user input that indicates additional con-
tent for the digital note, editing the one or more visual char-
acteristics of the digital note comprises creating a layer object
that includes the additional content, and outputting the modi-
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fied updated version of the digital note comprises outputting
the modified version of the digital note such that the layer
object that includes the additional content is displayed on top
of content corresponding to the respective recognizable con-
tent of the physical note to which the digital note corresponds.

EXAMPLE 3

The method of any combination of examples 1-2, wherein
the additional content is first additional content, the layer
object is a first layer object of a plurality of layer objects, and
the modified version of the digital note is a first modified
version of the digital note, the method further comprising:
responsive to receiving user input indicating second addi-
tional content: creating a second layer of the plurality of layer
objects that includes the second additional content; and out-
putting, for display, a second modified version of the digital
note such that the second layer object that includes the second
additional content is displayed on top of the first layer object
that includes the first additional content.

EXAMPLE 4

The method of any combination of examples 1-3, further
comprising: responsive to receiving user input to remove the
second layer object from the updated version of the digital
note, outputting, for display, a third modified version of the
digital note such that the second additional content included
in the second layer object is not displayed.

EXAMPLE 5

The method of any combination of examples 1-4, wherein
receiving the user input that indicates the additional content
comprises receiving one or more of: a sequence of typed
characters, and a stroke gesture.

EXAMPLE 6

The method of any combination of examples 1-5, wherein:
receiving the user input comprises receiving user input that
indicates an updated background color, editing the one or
more visual characteristics of the digital note comprises set-
ting a background color of the digital note to the updated
background color.

EXAMPLE 7

The method of any combination of examples 1-6, further
comprising: identifying, for the digital note, a foreground
region that includes content corresponding to recognizable
content of the physical note to which the digital note corre-
sponds, wherein at least a portion of the content of the fore-
ground region is associated a foreground color; and modify-
ing the foreground color.

EXAMPLE 8

The method of any combination of examples 1-7, wherein:
receiving the user input comprises receiving user input that
indicates an updated foreground color, and modifying the
foreground color comprises setting the foreground color to
the updated foreground color in response to receiving user
input that indicates the updated foreground color.
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EXAMPLE 9

The method of any combination of examples 1-8, wherein
modifying the foreground color comprises automatically
modifying the foreground color as a function of the updated
background color.

EXAMPLE 10

The method of any combination of examples 1-9, wherein
prior to modifying the foreground color, a plurality of pixels
included in the foreground region have current foreground
pixel colors, and wherein modifying the foreground color
comprises modifying colors of the plurality of pixels included
in the foreground region by at least: selecting, by the one or
more processors and for each pixel of the plurality of pixels
included in the foreground region, an updated foreground
pixel color such that a contrast ratio between the updated
foreground pixel color and the updated background color is
greater than a contrast ratio between the current foreground
pixel color and the updated background color, and setting
each respective pixel of the plurality of pixels to the selected
respective updated foreground pixel color.

EXAMPLE 11

The method of any combination of examples 1-10, further
comprising: identifying, subsequent to identifying the fore-
ground region of the digital note, a background region of the
digital note by at least identifying pixels of the digital note not
included in the foreground region as the background region.

EXAMPLE 12

The method of any combination of examples 1-10, further
comprising: identifying a background region of the digital
note by at least identifying pixels of the digital note not
included in the foreground region as the background region,
wherein identifying the foreground region is performed sub-
sequent to identifying the background region, and wherein
identifying the foreground region for the particular digital
note comprises: identifying pixels of the particular digital
note not included in the background region as the foreground
region.

EXAMPLE 13

The method of any combination of examples 1-12, wherein
receiving the digital note of the plurality of digital notes
comprises: receiving, by the one or more processors and from
a camera of the device, the image data comprising the visual
representation of the scene that includes the plurality of
physical notes; and generating, by the one or more processors
and based on the image data, the plurality of digital notes that
each respectively correspond to the particular physical note of
the plurality of physical notes.

EXAMPLE 14

The method of any combination of examples 1-13, further
comprising: enhancing, by the one or more processors, the
digital note of the plurality of digital notes by at least: iden-
tifying, for the digital note, a foreground region that includes
content corresponding to the respective recognizable content
of the physical note to which the digital note corresponds;
identifying a background region of the digital note; and set-
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ting pixel values from the background region of the particular
digital note to a uniform background pixel value.

EXAMPLE 15

The method of any combination of examples 1-14, wherein
the physical note to which the digital note corresponds
includes a first colored region and a second colored region,
the method further comprising: identifying, for the digital
note, the first colored region and a second colored region;
determining an angle formed by an axis of the digital note and
a line connecting a feature of the first colored region and a
feature of the second colored region; and rotating the digital
note based on the determined angle.

EXAMPLE 16

A computing device comprising: a memory configured to
store digital notes; and one or more processors configured to:
receive a digital note of a plurality of digital notes generated
based on image data comprising a visual representation of a
scene that includes a plurality of physical notes such that each
of the plurality of digital notes respectively corresponds to a
particular physical note of the plurality of physical notes,
wherein each of the physical notes includes respective recog-
nizable content; receive user input indicating a modification
to one or more visual characteristics of the digital note; edit,
in response to the user input, the one or more visual charac-
teristics of the digital note; and output, for display, a modified
version of the digital note that includes the one or more visual
characteristics.

EXAMPLE 17

The computing device of example 16, wherein the one or
more processors are configured to perform the method any
combination of examples 1-15.

EXAMPLE 18

A computing system comprising: means for receiving a
digital note of a plurality of digital notes generated based on
image data comprising a visual representation of a scene that
includes a plurality of physical notes such that each of the
plurality of digital notes respectively corresponds to a par-
ticular physical note of the plurality of physical notes,
wherein each of the physical notes includes respective recog-
nizable content; means for receiving user input indicating a
modification to one or more visual characteristics of the digi-
tal note; means for editing, in response to the user input, the
one or more visual characteristics of the digital note; and
means for outputting, for display, a modified version of the
digital note that includes the one or more visual characteris-
tics.

EXAMPLE 19

The computing system of example 18, further comprising
means for performing the method any combination of
examples 1-15.

EXAMPLE 20

A computer-readable storage medium storing instructions
that, when executed, cause one or more processors of a device
to: receive a digital note of a plurality of digital notes gener-
ated based on image data comprising a visual representation
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of'a scene that includes a plurality of physical notes such that
each of the plurality of digital notes respectively corresponds
to a particular physical note of the plurality of physical notes,
wherein each of the physical notes includes respective recog-
nizable content; receive user input indicating a modification
to one or more visual characteristics of the digital note; edit,
in response to the user input, the one or more visual charac-
teristics of the digital note; and output, for display, a modified
version of the digital note that includes the one or more visual
characteristics.

EXAMPLE 21

The computer-readable storage medium of example 20,
further storing instructions that cause the one or more proces-
sors to perform the method any combination of examples
1-15.

EXAMPLE 22

A method comprising: receiving, by a computing device,
an input image of an environment having a plurality of physi-
cal notes; processing the input image with the computing
device to identify the plurality of physical notes in the input
image; generating, by the computing device, a plurality of
digital notes corresponding to the plurality of notes identified
in the input image, wherein the plurality of digital notes
include information represented by the plurality of notes in
the input image; displaying, on a first portion of a graphical
user interface of the computing device, the input image over-
laid with the plurality of digital notes in place of the identified
plurality of notes; and displaying, by the computing device, a
set of one or more of the plurality of digital notes on a second
portion of the graphical user interface, wherein each of the
digital notes in the set of digital notes displayed in the second
portion corresponds to a respective one of the plurality of
digital notes displayed in the first portion and overlaid on the
input image.

EXAMPLE 23

The method of example 21, further comprising: receiving,
by the computing device, a user input selecting for deletion at
least one of the plurality of digital notes displayed in the first
portion of the graphical user interface; and removing, by the
computing device and from the set of digital notes displayed
in the second portion of the graphical user interface, digital
notes that correspond to the digital notes of the first portion of
the graphical user interface selected for deletion.

EXAMPLE 24

The method of any combination of examples 22-23,
wherein the plurality of digital notes from the first portion is
greater than the plurality of digital notes in the second por-
tion, the method further comprising: receiving, by the com-
puting device, a user input selecting at least one of the digital
notes from the first portion that is not displayed in the second
portion; and adding, by the computing device, the selected
digital note from the first portion to the set of digital notes
displayed on the second portion.

EXAMPLE 25

The method of any combination of examples 22-24, further
comprising: receiving, by the computing device, a user input
selecting a subset of the plurality of digital notes; and group-
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ing, by the computing device, the selected subset of digital
notes to form one or more groups.

EXAMPLE 26

The method of any combination of examples 22-25,
wherein the one or more groups are organized accordingly to
a group hierarchy defined by the user input.

EXAMPLE 27

A computer system configured to execute the method of
any of examples 22-26.

EXAMPLE 28

A non-transitory computer-readable medium comprising
instructions for causing a programmable processor to execute
the method of any of examples 22-26.

EXAMPLE 29

A computing device comprising: a processor; an image
collection module executable by the processor and config-
ured to receive an input image of an environment having a
plurality of physical notes; an image processing engine
executable by the processor and configured to identify the
plurality of physical notes in the input image and generate a
plurality of digital notes corresponding to the plurality of
notes identified in the input image, wherein the plurality of
digital notes include information represented by the plurality
of notes in the input image; and a graphical user interface
configured to display the input image overlaid with the plu-
rality of digital notes in place of the identified plurality of
notes on a first portion of the graphical user interface and to
display a set of one or more of the digital notes on a second
portion of the graphical user interface.

EXAMPLE 30

The device of example 29, wherein the image collection
module includes an image capture device configured to cap-
ture the input image.

EXAMPLE 31

The device of any combination of examples 29-30, wherein
the image collection module includes a communication inter-
face configured to receive the input image.

EXAMPLE 32

The device of any combination of examples 29-31, wherein
the communication interface includes a wireless communi-
cation device configured to receive the input image.

EXAMPLE 33

The device of any combination of examples 29-32, wherein
the communication interface includes a wired communica-
tion device configured to receive the input image.

EXAMPLE 34

The device of any combination of examples 29-33, wherein
the user interface is further configured to: receive a user input
selecting for deletion at least one of the plurality of digital
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notes displayed in the first portion of the graphical user inter-
face; and remove, from the set of digital notes displayed in the
second portion of the graphical user interface, any of the
digital notes that correspond to the digital notes of the first
portion of the graphical user interface selected for deletion.

EXAMPLE 35

The device of any combination of examples 29-34, wherein
the plurality of digital notes from the first portion is greater
than the plurality of digital notes in the second portion the
image processing engine is further configured to: receive a
user input selecting at least one of the plurality of digital notes
from the first portion that is not in the second portion; and add
the selected plurality of digital notes from the first portion to
the second portion.

EXAMPLE 36

The device of any combination of examples 29-35, wherein
the image processing engine is further configured to: receive
a user input selecting at least one of the plurality of digital
notes between the first portion and the second portion; and
group the selected plurality of digital notes between the first
portion and the second portion to form one or more groups.

EXAMPLE 37

The device of any combination of examples 29-36, wherein
the one or more groups are organized accordingly to a group
hierarchy defined by the user input.

EXAMPLE 38

The device of any combination of examples 29-37, wherein
the image processing engine is further configured to display
indications of the one or more groups in conjunction with the
plurality of digital notes presented on the first portion.

EXAMPLE 39

The device of any combination of examples 29-38, wherein
the image processing engine is further configured to display
indications of the one or more groups in conjunction with the
plurality of digital notes presented on the second portion.

EXAMPLE 40

A method comprising: receiving, by a computing device,
an input image; identifying, by the computing device, a plu-
rality of notes in the input image; editing, by the computing
device, background colors from one or more of the plurality
of notes identified in the input image; generating, by the
computing device, a plurality of digital notes corresponding
to the plurality of notes identified in the input image, the
plurality of digital notes incorporating the edited background
colors; storing, by the computing device, the plurality of
digital notes to a digital data storage device for retrieval by a
user, wherein the plurality of digital notes include informa-
tion represented by the plurality of notes in the input image.

EXAMPLE 41

The method of example 40, wherein the computing device
utilizes a shape detection module to identify at least one of the
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plurality of notes based on shapes defined by perimeters of the
plurality of notes in the input image

EXAMPLE 42

The method of any combination of examples 40-41,
wherein identifying the plurality of notes in the input image
includes identifying the plurality of notes according to color
spaces associated with background colors the plurality of
notes.

EXAMPLE 43

The method of any combination of examples 40-42,
wherein the computing device utilizes a pattern detection
module to identify at least one of the plurality of notes,
wherein the pattern detection module is comprised of pattern
recognition algorithms including at least one of a group con-
sisting of a support vector machine algorithm; a cross-cor-
relation algorithm; and a template matching algorithm.

EXAMPLE 44

The method of any combination of examples 40-43,
wherein generating the plurality of digital notes further com-
prises correcting, by the computing device, shadows, light-
ing, rotation, and scaling of notes in the input image.

EXAMPLE 45

The method of any combination of examples 40-44,
wherein the input image includes at least one of a group
consisting of: a digital image; a digital video; and a continu-
ous digital scan.

EXAMPLE 46

The method of any combination of examples 40-45,
wherein the plurality of notes in the input image includes at
least one of a group consisting of: a 7.62x7.62 centimeter
(cm) note; a 66.04x99.06 cm poster; a triangular metal sign;
a sticker; and a 8.5x11 in sheet of paper.

EXAMPLE 47

The method of any combination of examples 39-45,
wherein generating the plurality of digital notes includes, for
each of the plurality of digital notes, incorporating, in the
digital note, visual information of the corresponding note in
the input image.

EXAMPLE 48

A computer system configured to execute the method of
any combination of examples 40-47.

EXAMPLE 49

A non-transitory computer-readable medium comprising
instructions for causing a programmable processor to execute
the method of any combination of examples 40-47.

EXAMPLE 50

A computing device comprising: an image collection mod-
ule configured to receive an input image; an image processing
engine configured to identify a plurality of notes in the input



US 9,274,693 B2

39

image received by the image collection module, and generate
a plurality of digital notes corresponding to the plurality of
notes identified in the input image, wherein the plurality of
digital notes include information represented by the plurality
of'notes in the input image; and a digital data storage device
configured to store the plurality of digital notes generated by
the image processing module for retrieval by a user.

EXAMPLE 51

The device of example 50, wherein the image collection
module includes an image capture device configured to cap-
ture the input image.

EXAMPLE 52

The device of any combination of examples 50-51, wherein
the image collection module includes a communication inter-
face configured to receive the input image.

EXAMPLE 53

The device of any combination of examples 50-52, wherein
the communication interface includes a wireless communi-
cation device configured to receive the input image.

EXAMPLE 54

The device of any combination of examples 50-53, wherein
the communication interface includes a wired communica-
tion device configured to receive the input image.

EXAMPLE 55

The device of any combination of examples 50-54, wherein
the digital data storage device is configured to store the input
image.

EXAMPLE 56

The device of any combination of examples 50-55, wherein
the image processing engine includes a shape detection mod-
ule configured to identify at least one of the plurality of notes
based on shapes defined by perimeters of the plurality of notes
in the input image.

EXAMPLE 57

The device of any combination of examples 50-56, wherein
the image processing engine is further configured to identify
the plurality of notes in the input image includes identifying
the plurality of notes according to color spaces associated
with background colors the plurality of notes.

EXAMPLE 58

The device of any combination of examples 50-57, wherein
the image processing engine includes a pattern detection
module configured to identify at least one of the plurality of
notes, wherein the pattern detection module is comprised of
pattern recognition algorithms including at least one of a
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group consisting of: a support vector machine algorithm; a
cross-correlation algorithm; and a template matching algo-
rithm.

EXAMPLE 59

The device of any combination of examples 50-58, wherein
the image processing engine is further configured to correct
shadows, lighting, rotation, and scaling of notes in the input
image.

EXAMPLE 60

The device of any combination of examples 50-59, wherein
the input image includes at least one of a group consisting of:
a digital image; a digital video; and a continuous digital scan.

EXAMPLE 61

The device of any combination of examples 50-60, wherein
the plurality of notes in the input image includes at least one
of'a group consisting of: a 7.62x7.62 centimeter (cm) note; a
66.04x99.06 cm poster; a triangular metal sign; a sticker; and
a 8.5x11 in sheet of paper.

EXAMPLE 62

The device of any combination of examples 50-61, wherein
the image processing engine is further configured to, for each
of the plurality of digital notes, incorporate, in the digital
note, visual information of the corresponding note in the input
image.

The techniques described in this disclosure may be imple-
mented, at least in part, in hardware, software, firmware, or
any combination thereof. For example, various aspects of the
described techniques, including the disclosed mobile device
15, 16, cloud 12, and/or computer system 14, may be imple-
mented within one or more processors, including one or more
microprocessors, digital signal processors (DSPs), applica-
tion specific integrated circuits (ASICs), field programmable
gate arrays (FPGAs), or any other equivalent integrated or
discrete logic circuitry, as well as any combinations of such
components.

Such hardware, software, and firmware may be imple-
mented within the same device or within separate devices to
support the various techniques described in this disclosure. In
addition, any of the described units, modules, or components
may be implemented together or separately as discrete but
interoperable logic devices. Depiction of different features as
modules or units is intended to highlight different functional
aspects and does not necessarily imply that such modules or
units must be realized by separate hardware, firmware, or
software components. Rather, functionality associated with
one or more modules or units may be performed by separate
hardware, firmware, or software components, or integrated
within common or separate hardware, firmware, or software
components.

The techniques described in this disclosure may also be
embodied or encoded in a computer-readable medium, such
as a transitory or non-transitory computer-readable storage
medium, containing instructions. Instructions embedded or
encoded in a computer-readable medium, including a com-
puter-readable storage medium, may cause one or more pro-
grammable processors, or other processors, such one or more
processors included in a control system, to implement one or
more of the techniques described herein, such as when
instructions included or encoded in the computer-readable
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medium are executed by the one or more processors. Non-
transitory computer-readable storage media may include ran-
dom access memory (RAM), read only memory (ROM), pro-
grammable
programmable read only memory (EPROM), electronically
erasable programmable read only memory (EEPROM), flash
memory, a hard disk, a compact disc ROM (CD-ROM), a
floppy disk, a cassette, magnetic media, optical media, or
other computer-readable media. In some examples, an article
of manufacture may comprise one or more computer-read-
able storage media.

read only memory (PROM), erasable

Various examples of this disclosure have been described.

These and other examples are within the scope of the follow-
ing claims.

What is claimed is:

1. A method comprising:

receiving, by one or more processors of a device, image
data comprising a visual representation of a scene that
includes a plurality of physical notes, each of the physi-
cal notes comprising a separate physical object having
recognizable content thereon;

extracting, by the one or more processors and from the
image data, the recognizable content of a particular one
of the plurality of physical notes;

creating, by the one or more processors, a digital note
representative of the particular one of the plurality of
physical notes, wherein the particular one of the plural-
ity of physical notes includes a first colored region and a
second colored region;

associating, by the one or more processors, the extracted
recognizable content with the digital note representative
of' the particular one of the plurality of physical notes;

identifying, for the digital note, the first colored region and
a second colored region;

determining an angle formed by an axis of the digital note
and a line connecting a feature of the first colored region
and a feature of the second colored region;

rotating the digital note based on the determined angle;

receiving, by the one or more processors, user input indi-
cating a modification to one or more visual characteris-
tics of the digital note;

editing, by the one or more processors and in response to
the user input, the one or more visual characteristics of
the digital note; and

outputting, by the one or more processors and for display,
a modified version of the digital note that includes the
one or more visual characteristics.

2. The method of claim 1, wherein:

receiving the user input comprises receiving user input that
indicates additional content for the digital note,

editing the one or more visual characteristics of the digital
note comprises creating a layer object that includes the
additional content, and

outputting the modified updated version of the digital note
comprises outputting the modified version of the digital
note such that the layer object that includes the addi-
tional content is displayed on top of content correspond-
ing to the respective recognizable content of the physical
note to which the digital note corresponds.

3. The method of claim 2, wherein the additional content is

first additional content, the layer object is a first layer object
of'a plurality of layer objects, and the modified version of the
digital note is a first modified version of the digital note, the
method further comprising:

responsive to receiving user input indicating second addi-
tional content:

25

30

35

40

45

55

60

42

creating a second layer of the plurality of layer objects
that includes the second additional content; and
outputting, for display, a second modified version of the
digital note such that the second layer object that
includes the second additional content is displayed on
top of the first layer object that includes the first addi-
tional content.
4. The method of claim 3, further comprising:
responsive to receiving user input to remove the second
layer object from the updated version of the digital note,
outputting, for display, a third modified version of the
digital note such that the second additional content
included in the second layer object is not displayed.
5. The method of claim 2, wherein receiving the user input
that indicates the additional content comprises receiving one
or more of:
a sequence of typed characters, and
a stroke gesture.
6. The method of claim 2, wherein:
receiving the user input further comprises receiving user
input that indicates an updated background color,

editing the one or more visual characteristics of the digital
note further comprises setting a background color of the
digital note to the updated background color.

7. The method of claim 1, wherein:

receiving the user input comprises receiving user input that

indicates an updated background color,

editing the one or more visual characteristics of the digital

note comprises setting a background color of the digital
note to the updated background color.

8. The method of claim 7, further comprising:

identifying, for the digital note, a foreground region that

includes content corresponding to recognizable content

of the physical note to which the digital note corre-

sponds, wherein at least a portion of the content of the

foreground region is associated a foreground color; and
modifying the foreground color.

9. The method of claim 8, wherein:

receiving the user input comprises receiving user input that

indicates an updated foreground color, and

modifying the foreground color comprises setting the fore-

ground color to the updated foreground color in
response to receiving user input that indicates the
updated foreground color.

10. The method of claim 8, wherein modifying the fore-
ground color comprises automatically modifying the fore-
ground color as a function of the updated background color.

11. The method of claim 10, wherein prior to modifying the
foreground color, a plurality of pixels included in the fore-
ground region have current foreground pixel colors, and
wherein modifying the foreground color comprises modify-
ing colors of the plurality of pixels included in the foreground
region by at least:

selecting, by the one or more processors and for each pixel

of the plurality of pixels included in the foreground
region, an updated foreground pixel color such that a
contrast ratio between the updated foreground pixel
color and the updated background color is greater than a
contrast ratio between the current foreground pixel color
and the updated background color, and setting each
respective pixel of the plurality of pixels to the selected
respective updated foreground pixel color.

12. The method of claim 8, further comprising:

identifying, subsequent to identifying the foreground

region of the digital note, a background region of the
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digital note by at least identifying pixels of the digital
note not included in the foreground region as the back-
ground region.
13. The method of claim 8, further comprising:
identifying a background region of the digital note by at
least identifying pixels of the digital note not included in
the foreground region as the background region,
wherein identifying the foreground region is performed
subsequent to identifying the background region, and
wherein identifying the foreground region for the par-
ticular digital note comprises:
identifying pixels of the particular digital note not included
in the background region as the foreground region.
14. The method of claim 1, wherein receiving the image
data comprises:
receiving, by the one or more processors and from a camera
of'the device, the image data.
15. The method of claim 1, further comprising:
enhancing, by the one or more processors, the digital note
of the plurality of digital notes by at least:
identifying, for the digital note, a foreground region that
includes content corresponding to the respective rec-
ognizable content of the physical note to which the
digital note corresponds;
identifying a background region of the digital note; and
setting pixel values from the background region of the
particular digital note to a uniform background pixel
value.
16. A computing device comprising:
a memory configured to store digital notes; and
one or more processors configured to:
receive image data comprising a visual representation of
a scene that includes a plurality of physical notes,
each of the physical notes comprising a separate
physical object having recognizable content thereon;
extract, from the image data, the recognizable content of
a particular one of the plurality of physical notes;
create a digital note representative of the particular one
of'the plurality of physical notes, wherein the particu-
lar one of the plurality of physical notes includes a
first colored region and a second colored region;
associate the extracted recognizable content with the
digital note representative of the particular one of the
plurality of physical notes;
identify, for the digital note, the first colored region and
a second colored region;
determine an angle formed by an axis of the digital note
and a line connecting a feature of the first colored
region and a feature of the second colored region;
rotate the digital note based on the determined angle;
receive user input indicating a modification to one or
more visual characteristics of the digital note;
edit, in response to the user input, the one or more visual
characteristics of the digital note; and
output, for display, a modified version of the digital note
that includes the one or more visual characteristics.
17. The computing device of claim 16, wherein the one or
more processors are configured to:
receive the user input by at least receiving user input that
indicates additional content for the digital note,
edit the one or more visual characteristics of the digital note
by at least creating a layer object that includes the addi-
tional content, and
output the modified updated version of the digital note by
at least outputting the modified version of the digital
note such that the layer object that includes the addi-
tional content is displayed on top of content correspond-
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ing to the respective recognizable content of the physical
note to which the digital note corresponds.

18. The computing device of claim 17, wherein:

the additional content is first additional content,
the layer object is a first layer object of a plurality of layer
objects,
the modified version of the digital note is a first modified
version of the digital note, and responsive to receiving user
input indicating second additional content, the one or more
processors are configured to:

create a second layer of the plurality of layer objects that

includes the second additional content; and

output, for display, a second modified version of the digital

note such that the second layer object that includes the
second additional content is displayed on top of the first
layer object that includes the first additional content.

19. The computing device of claim 17, wherein the one or
more processors are configured to receive the user input that
indicates the additional content by at least receiving one or
more of:

a sequence of typed characters, and

a stroke gesture.

20. The computing device of claim 17, wherein the one or
more processors are configured to:

receive the user input by at least receiving user input that

indicates an updated background color,

edit the one or more visual characteristics of the digital note

by at least setting a background color of the digital note
to the updated background color.

21. The computing device of claim 16, wherein the one or
more processors are configured to:

receive the user input by at least receiving user input that

indicates an updated background color,

edit the one or more visual characteristics of the digital note

by at least setting a background color of the digital note
to the updated background color.

22. The computing device of claim 21, wherein the one or
more processors are configured to:

identify, for the digital note, a foreground region that

includes content corresponding to recognizable content
of the physical note to which the digital note corre-
sponds, wherein at least a portion of the content of the
foreground region is associated a foreground color; and
modify the foreground color.

23. The computing device of claim 22, wherein the one or
more processors are configured to:

receive the user input by at least receiving user input that

indicates an updated foreground color, and

modify the foreground color by at least setting the fore-

ground color to the updated foreground color in
response to receiving user input that indicates the
updated foreground color.

24. The computing device of claim 22, wherein the one or
more processors are configured to modify the foreground
color by at least automatically modifying the foreground
color as a function of the updated background color.

25. The computing device of claim 24, wherein prior to
modifying the foreground color, a plurality of pixels included
in the foreground region have current foreground pixel colors,
and wherein the one or more processors are configured to
modify the foreground color by at least:

selecting, for each pixel of the plurality of pixels included

in the foreground region, an updated foreground pixel
color such that a contrast ratio between the updated
foreground pixel color and the updated background
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color is greater than a contrast ratio between the current
foreground pixel color and the updated background
color, and

setting each respective pixel of the plurality of pixels to the

selected respective updated foreground pixel color.

26. The computing device of claim 16, wherein the one or
more processors are configured to receive the image data by at
least:

receiving, from a camera of the device, the image data.

27. The computing device of claim 16, wherein the one or
more processors are configured to:

enhance the digital note of the plurality of digital notes by

at least:
identifying, for the digital note, a foreground region that
includes content corresponding to the respective rec-
ognizable content of the physical note to which the
digital note corresponds;
identifying a background region of the digital note;
and
setting pixel values from the background region of the
particular digital note to a uniform background
pixel value.
28. A computing system comprising:
means for receiving image data comprising a visual repre-
sentation of a scene that includes a plurality of physical
notes, each of the physical notes comprising a separate
physical object having recognizable content thereon;

means for extracting, from the image data, the recogniz-
able content of a particular one of the plurality of physi-
cal notes;
means for creating a digital note representative of the par-
ticular one of the plurality of physical notes, wherein the
particular one of the plurality of physical notes includes
a first colored region and a second colored region;

means for associating the extracted recognizable content
with the digital note representative of the particular one
of the plurality of physical notes;

means for identifying, for the digital note, the first colored

region and a second colored region;
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means for determining an angle formed by an axis of the
digital note and a line connecting a feature of the first
colored region and a feature of the second colored
region;

means for rotating the digital note based on the determined

angle;

means for receiving user input indicating a modification to

one or more visual characteristics of the digital note;
means for editing, in response to the user input, the one or
more visual characteristics of the digital note; and
means for outputting, for display, a modified version of the
digital note that includes the one or more visual charac-
teristics.

29. A non-transitory computer-readable storage medium
storing instructions that, when executed, cause one or more
processors of a device to:

receive image data comprising a visual representation of a

scene that includes a plurality of physical notes, each of
the physical notes comprising a separate physical object
having recognizable content thereon;

extract, from the image data, the recognizable content of a

particular one of the plurality of physical notes;

create a digital note representative of the particular one of

the plurality of physical notes, wherein the particular
one of the plurality of physical notes includes a first
colored region and a second colored region;

associate the extracted recognizable content with the digi-

tal note representative of the particular one of the plu-
rality of physical notes;

identify, for the digital note, the first colored region and a

second colored region;

determine an angle formed by an axis of the digital note and

aline connecting a feature of'the first colored region and
a feature of the second colored region;

rotate the digital note based on the determined angle;

receive user input indicating a modification to one or more

visual characteristics of the digital note;

edit, in response to the user input, the one or more visual

characteristics of the digital note; and

output, for display, a modified version of the digital note

that includes the one or more visual characteristics.
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